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Abstract

Robots are increasingly performing collaborative tasks with people in
homes, workplaces, and outdoors, and with this increase in interaction
comes a need for efficient communication between human and robot
teammates. One way to achieve this communication is through natural
language, which provides a flexible and intuitive way to issue commands to
robots without requiring specialized interfaces or extensive user training.
One task where natural language understanding could facilitate human-
robot interaction is navigation through unknown environments, where a
user directs a robot toward a goal by describing (in natural language) the
actions necessary to reach the destination.

Most existing approaches to following natural language directions assume
that the robot has access to a complete map of the environment ahead of
time. This assumption severely limits the potential environments in which
a robot could operate, since collecting a semantically labeled map of the
environment is expensive and time consuming. Following directions in
unknown environments is much more challenging, as the robot must now
make decisions using only information about the parts of the environment
it has observed so far. In other words, absent a full map the robot must
incrementally build up its map (using sensor measurements), and rely on
this partial map to follow the direction. Some approaches to following
directions in unknown environments do exist, but they implicitly restrict
the structure of the environment, and have so far only been applied
in simulated or highly structured environments. To date, no solution
exists to the problem of real robots following natural directions through
unstructured and unknown environments.

We address this gap by formulating the problem of following directions in
unstructured unknown environments as one of sequential decision making
under uncertainty. In this setting, a policy reasons about the robot’s
knowledge of the world so far, and predicts a sequence of actions that
follow the direction to bring the robot towards the goal. This approach
provides two key benefits that will enable robots to understand natural
language directions. First, this new formulation enables us to harness
user demonstrations of people following directions to learn a policy that
reasons about the uncertainty present in the environment. Second, we
can extend this by predicting the parts of the environment the robot has
not yet detected using information implicit in the given instruction.
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In this dissertation, we first show how robots can learn policies that
reason about the uncertainty present in the environment. We describe an
imitation learning approach to training policies that uses demonstrations
of people giving and following directions. During direction following,
the policy predicts a sequence of actions that explores the environment
(discovering landmarks), backtracks when necessary (if the robot took a
wrong turn), and explicitly declares when it reaches the destination. We
show that this approach enables robots to correctly follow natural language
directions in unknown environments, and generalizes to environments not
encountered previously.

Building upon this work, we propose a novel view of language as a sensor,
whereby we “fill in” the unknown parts of the environment beyond the
range of the robot’s traditional sensors using information implicit in
the instruction. We exploit this information to hypothesize maps that
are consistent with the language and our knowledge of the world so
far, represented as a distribution over possible maps. We then use this
distribution to guide the robot, informing a belief space policy that infers
a sequence of actions to follow the instruction. We find that this use of
language as a sensor enables robots to follow navigation commands in
unknown environments with performance comparable to that of operating
in a fully-known environment.

We demonstrate our approach on three different mobile robots operating
indoors and outdoors, as well as through extensive simulations. Together,
learning policies and reasoning directly about the unknown parts of the
environment provides a solution to the problem of following natural
language directions in unstructured unknown environments. This work
is one step towards allowing untrained users to control complex robots,
which could one day enable seamless coordination in human-robot teams.
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Chapter 1

Introduction

It is not the mountain we conquer,

but ourselves.

Sir Edmund Hillary

Robots are increasingly moving out of controlled isolation and into our homes

and workplaces, where they will work alongside people on collaborative tasks. This

increase in human-robot interaction brings about a much larger need for interaction

modalities that do not require complicated interfaces, extensive training, programming

knowledge, or specialized environments. Enabling robots to understand natural

language instructions holds the promise of enabling lay users to control complex

robots in an intuitive way, and could one day facilitate seamless coordination in

human-robot teams.

One instance of a task where understanding language could bring about a flexible

way to convey a complex behavior is navigation through previously unknown environ-

ments, where a person could direct the robot towards an unknown goal by describing

how to reach it, just as they would explain to another person. For example, each of

the robots in Figure 1.1 could be directed to a new destination using the language

commands shown.

Prior approaches to this problem fall into two broad categories: approaches that

require the map be fully-known ahead of time, and approaches that do not require a

map but have only been applied in structured environments. Approaches that assume

1



1. Introduction

“Go to the hydrant
behind the cone.”

(a) Husky

“Go past the
elevator, turn
left towards
the kitchen.”

(b) COBOT

“Go past the
kitchen that is

down the hall and
then take a right.”

(c) Autonomous wheelchair

Figure 1.1: Three different robots and sample natural language commands used in
this thesis. Our goal is to enable robots to autonomously follow natural language
commands given in unstructured unknown environments.
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1. Introduction

an annotated map is available a priori require collecting a complete map, which can

be costly and time consuming. This is unrealistic in many scenarios, from robots

operating in the home to disaster sites. On the other hand, approaches to direction

following that do not require a map have so far only been applied to simulated or

otherwise highly structured environments. This is because these approaches translate

the command into a sequence of formal specifications of robot behavior and require

the environment to match exactly what is expected by the specification; this makes

these approaches ill-suited for complex maps and brittle to different environments.

To date, no solution exists to the problem of following natural language directions

through unstructured and unknown environments.

1.1 Thesis Problem

This thesis focuses on the problem of enabling robots to understand and follow

natural language directions through unstructured unknown environments. We assume

the robot has no prior map of the environment, nor do we make any assumptions

about the complexity of the environment. In other words, a robot is put in an

environment it has never seen or knows anything about, and is then given a natural

language instruction that will bring it to a destination it has never been to. Following

directions in unknown environments is an especially challenging problem because

the robot only has access to a partial representation of the environment, one that is

built up incrementally using the robot’s perception system as it moves through the

environment and receives sensor measurements. Traditional planning approaches of

searching for complete paths that agree with the instruction are impossible without a

complete map of the environment.

Instead, the robot must reason about a partial world model, and make a sequence

of decisions that utilize the incomplete information available. One of the main

challenges in this setting is that the actions or landmarks required for execution

may not have realizations when the robot begins its execution. For instance, the

robot’s initial actions may be exploratory and appear to be incorrect. Furthermore,

as the robot explores the environment it may take a wrong turn, and the robot must

backtrack once it realizes it made a mistake. Finally, once the robot believes it has

reached the destination it must explicitly declare it is done following the direction,

3



1. Introduction

even though there are still un-explored parts of the environment.

For example, consider the robot and instruction in Figure 1.1b. Given the robot’s

limited field of view, it may not initially be able to see the elevator so it must explore

the environment to build up its partial map. As it is looking for the elevator the

robot might appear as it were lost, and if it goes in the wrong direction and reaches a

dead end without finding the elevator it must backtrack. When the robot eventually

reaches the kitchen, it must explicitly decide it has finished following the command

even though there might be another kitchen in the environment which an ambiguous

command could have been referring to.

All of these challenges are in addition to dealing with complicated or vague or

ambiguous spatial language, and operating in complex unstructured environments.

While people are generally good at dealing with these trade-offs while following

directions, autonomous robots currently do not have this capability. This thesis

addresses these challenging issues, summarized in the following problem:

Thesis Problem: Autonomous robots with realistic perception cannot

yet follow natural language directions through unstructured unknown

environments.

With this problem in mind, we now list the assumptions we make in order to restrict

the complexity of the problem space.

Scope of Thesis Problem

We do not restrict the types of environments in which the robot can operate, indoor

or outdoor, nor do we require that a map be available ahead of time. Our only

requirement is that the robot is able to build a metric map of its environment as

it operates, and can enumerate paths within it. We represent a combined semantic,

topological, and metric map to efficiently reason about potential actions in the

environment, but this is not a requirement of our approach.

Additionally, the robot needs to be equipped with a perception system that can

perform object detection for a pre-defined set of object categories, returning both

semantic labels and object geometry for the detected objects. As the focus of this

thesis is not perception, our approach does not explicitly reason about detection

likelihoods, confidence bounds, or false positives and negatives, although these can be

4



1. Introduction

present in the implementation. The robot need not be able to detect every possible

landmark that could be described by the directions, nor do their labels need to match

exactly what is mentioned in the directions (for example, a couch or chair could be

detected as a “seat” by the robot). Obviously, any sensor available must respect

physical constraints such as line of sight and maximum sensing range.

While we do not explicitly restrict the types of language commands that can

be given to the robot, our work focuses on simpler commands that do not have

complicated hierarchical clauses, negations, counting references, etc. We choose to

focus on sequential task-constrained natural language directions that a person could

reasonably follow in a new environment without a problem (for example, see the

directions shown in Figure 1.1). Because of differences in perception capabilities (or

viewpoints) between the person giving directions and the robot, the robot will still

have to reason about ambiguity, as well as differences between landmarks names in

the command and those returned by perception. Finally, our approach will assume

access to people who are able to give and follow directions that are expressed in

task-constrained natural language.

1.2 Summary of Thesis Approach

Because we are operating in unknown environments without access to a complete map,

we frame the problem of understanding natural language route directions as inferring

a sequence of actions in the world. This formulation as sequential decision making

under uncertainty relies on a policy that predicts one action given the knowledge about

the world so far. Executed on the robot, these actions can explore the environment

(to discover new landmarks or regions of the environment), backtrack to a previously

visited location (if the robot took a wrong turn), and explicitly declare when the

policy believes it has finished following the direction. Each action moves the robot to

a different location in the environment, which will build up its partial map of the

environment.

While robots do not yet have the capability to follow natural language directions

in unstructured unknown environments, people are quite good at it. We leverage this

fact to learn the policy from people through imitation learning, using demonstrations

of people giving and following directions. This formulation is especially well suited
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1. Introduction

for unstructured environments, where engineering a system that can reason about the

large number of variations present during direction following would be difficult and

time consuming. Additionally, we are able to use a recent imitation learning framework

to include examples that contain mistakes not present in the demonstrations. This

enables the policy to learn how to recover from errors, for example, if the robot takes

a wrong turn. Our results show that we are able to train policies that can follow

complete directions through unstructured indoor environments, as well as anecdotal

evidence of policies that generalize to different environments. We also apply our

approach to operate in complex unknown outdoor environments, by learning in the

space of planner cost functions.

We then extend this work to handle complex instructions that also convey infor-

mation about the world (in addition to providing an instruction for the robot). For

example, a direction such as “go to the kitchen that’s down the hall” provides some

information about the location of the kitchen, even though the robot may only be

able to see part of the hallway. Utilizing this information is especially important in

our map-less setting, as sensor range severely limits our knowledge of the world. We

exploit the information implicit in the command to infer a distribution of possible

maps that are consistent with the language and our knowledge of the world so far,

effectively using language as a sensor that can build (uncertain) maps. This enables

us to hypothesize the location of landmarks and “fill in” the unknown parts of the

environment beyond the robot’s sensor range. The policy then has more information

to decide where to go, while still remaining flexible if our hypotheses turn out to

be incorrect (for example, due to ambiguity in the language or perception errors).

However, the policy must now reason in the belief space of the location of landmarks,

and we present a novel belief space imitation learning algorithm that learns to reason

about distributions using imitation learning and kernel distribution embeddings.

Research Agenda

We have addressed the following questions in our research agenda:

• How can autonomous robots successfully follow directions through completely

unknown environments?

• How can we formulate direction following in partially-known environments as

6
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World model

Policy

Action

Observation

State,
Actions

argmin cost(action)

Robot motionMap updates

Figure 1.2: Basic approach formulation as sequential decision making: given a partial
world model, we enumerate a set of actions that represent places we can go next.
The policy evaluates all actions, and chooses the one with the lowest cost. The robot
moves and receives a new observation about the world. This updates our partial
world model, and we repeat the entire process.

sequential decision making so that a policy can efficiently make a sequence of

decisions?

• How can we learn a policy from human demonstrations that can reason about

the uncertainty present in unknown environments, recover from errors, and

explicitly declare when it has finished following the directions?

• How can we exploit the information implicitly contained in directions to hypoth-

esize maps that encapsulate the direction giver’s knowledge about the parts of

the environment that have not yet been observed by the robot?

• How can we extend our policy formulation to efficiently utilize this distribution

of maps during decision making?

We now summarize the technical formulation of our approach.

7
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1.2.1 Technical Formulation

Our formulation of direction following as sequential decision making relies on a

policy π that will select a sequence of actions that best agree with the direction,

given the policy’s knowledge of the world so far. By introducing a cost function

that measures the agreement with the direction, we can formulate this as minimizing

the cost of the next action (out of all available actions) at time t, given the natural

language instruction and the world known so far:

π = argmin
actionst

cost (action | language,worldt) . (1.1)

Each action can be thought of as a “next place” to go, and actions can explore new

parts of the environment, or backtrack to somewhere the robot has already been.

Additionally, a special action declares that the policy has completed following the

direction. Under this general formulation, the policy will cycle between selecting the

lowest-cost action, moving in the world, receiving new observations, and updating

its world representation, until the stop action is called. This formulation, shown in

Figure 1.2, enables us to reason about a sequence of decisions instead of searching for

a complete path, which would be impossible given the lack of a complete map of the

environment.

To effectively follow directions, we now need four things:

1. A compact representation for partially-known environments (state).

2. An enumerated set of next places to move in the environment (actions).

3. A cost function that represents how well any state-action pair agrees with the

direction (policy).

4. A way to learn this policy using demonstrations of people giving and following

directions (imitation learning).

We represent the partially-known map at time t using a semantic map St that contains

the location of all previously visited locations, as well as the semantically annotated

objects that were previously detected. This map represents our knowledge of the

world so far, and also keeps track of frontiers, which are locations that lie between the

explored and unexplored space and could lead to new areas. The complete state of
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the system consists of this map, our current location x, and the linguistic utterance Λ.

We represent the set of actions At as paths in the environment: paths that end

at frontier nodes are exploratory, paths that end at previously visited locations are

backtracking actions, and a path that ends where the robot is currently is the stop

action. Given the set of allowable actions, the policy evaluates each one according to

a cost function c, and selects the action with the lowest cost:

π (x) = argmin
a∈At

c (x, a |Λ, St) . (1.2)

To train the policy, we collect examples of people giving and following directions.

We then learn the cost function such that it attempts to agree with the expert

demonstrations over all training examples. This will be done using a loss function `

that penalizes disagreements between our policy π and the expert’s policy π∗ from

the same state:

` (x, π∗, π) ∝
∑

examples

π (x) 6= π∗ (x) . (1.3)

Intuitively, if our policy agrees with the expert’s policy in all possible states then

we will not make any errors in direction following. However, since we are only given

access to traces of the expert’s policy (i.e. paths in the environment), we will need to

derive the expert’s policy π∗ from these demonstrations. This will allow us to include

training examples of recovering from failures (even if the demonstration didn’t include

such an example), and enable the policy to learn how to recover from mistakes.

Rather than reason over the entire instruction at one time, we exploit the sequential

nature of spatial language to decompose the problem into a sequence of several simpler

problems:

Λ→ [Λ0, . . . ,ΛN ] , (1.4)

where the policy now only has to reason over a single element Λi in the sequence.

This allows us to require Equation (1.2) as:

π (x) = argmin
a∈At

c (x, a |Λi, St) . (1.5)

Furthermore, we will extract a structured clause from each sub-utterance, enabling

us to understand the meaning of the command. More specifically, this enables us to
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understand the verb that was commanded, any landmarks mentioned in the utterance,

and spatial relationships between the desired path and the landmark in the direction.

A key insight of this work is that each utterance Λi contains two types of informa-

tion: explicit information that tells the robot where to go, and implicit information

that may not be strictly required for correctly following the direction yet conveys

useful knowledge about the environment. We exploit this implicit information in

Λ (in addition to the history of sensor observations zt) to generate a distribution

over semantic maps: p (St|Λ, zt). This is essentially representing a distribution over

possible environments, where the area beyond the robot’s sensor range is hypothesized.

While the policy formulation remains essentially unchanged, it must now reason over

a distribution of semantic maps:

π (x) = argmin
a∈At

c
(
x, a |Λi, p

(
St|Λ, zt

))
. (1.6)

The policy embeds the distribution of semantic maps using a kernel distribution

embedding. This solution remains efficient in the presence of map uncertainty, and

we can apply our imitation learning formulation in this space.

1.2.2 Thesis Statement

Together, the formulation as sequential decision making under uncertainty combined

with the ability to reason directly about the unknown parts of the environment

provides a solution to the problem of direction following in unstructured unknown

environments. Our thesis statement follows:
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Thesis Statement:

Following natural language directions through unstructured unknown

environments can be formulated as sequential decision making under

uncertainty, and can be solved using a policy learned from human demon-

strations.

Furthermore, language can be used as a sensor; this enables robots

to infer a distribution of maps that extends beyond their perception

range. By extending the policy to reason in belief space, robots can

follow complex natural language directions in unknown environments

with performance that approaches operating with a known map.

This thesis enables robots with realistic perception systems to autonomously follow

directions expressed in natural language through unstructured unknown environments.

This work is one step towards allowing untrained users to control complex robots,

which could one day enable seamless coordination in human-robot teams.

1.2.3 Metrics

To evaluate the performance of our system, we will use several metrics. Most

importantly, we will measure the ending distance from the correct final destination.

We consider the resulting path for a direction successful if it ends within some distance

of the correct destination (for example, within 5 m). This is the primary success

metric, as following directions correctly is the main goal of this thesis. We will also

measure the path length taken to reach the destination (compared to a direct path),

which enables us to evaluate the effect of exploration and backtracking. Minimizing

extra distance traveled is a secondary goal.

By ablating parts of our direction following system, we will compare our approach

against different baselines to quantify the importance of the various components in

our system. For example, we can consider complete and incomplete semantic maps,

full and partial feature spaces, or following directions with and without belief space

reasoning. These will provide insights into what is most important when designing a

direction following system for unknown environments.
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1.3 Thesis Outline

We begin this dissertation by reviewing prior approaches to similar problems, as well

as relevant related work in a variety of disciplines in Chapter 2. We then dive into

our technical approach: we first show in Chapter 3 how natural language direction

following in unknown environments can be formulated as sequential decision making

under uncertainty, where a policy predicts the next best action to take given the

world seen so far. This formulation relies on a policy that is able to evaluate the cost

of all available actions, and selects the one with the lowest cost. While this policy is

compact and has a simple form, it must take into account all relevant aspects of the

direction, environment known so far, and the action to take. This is encapsulated in

our feature representation, which we will describe in more detail. We also describe the

properties of spatial language that enable us to decompose this problem into smaller

sub-problems. We then show how to learn the policy through imitation learning,

using demonstrations of people both giving and following directions in Chapter 4. In

that chapter we also provide results of our approach to following natural language

directions in unknown environments.

Expanding upon this work, we then propose a novel view of language as a sensor

that can be used to infer maps beyond the range of traditional sensors (such as

cameras and laser range finders) in Chapter 5. While this approach enables us to

use more of the information contained in the natural language direction, it generates

a distribution of maps that the policy must now reason about. To address this,

in Chapter 6 we describe extending our policy to reason over the space of map

distributions, and also how to learn a belief space policy (again using imitation

learning).

A major strength of this work is its broad applicability to mobile robots across

a variety of platforms, sensor suites, and environments. Chapters 7 and 8 describe

integrated demonstrations on the three robots shown in Figure 1.1, operating both

indoors and outdoors. We finish in Chapter 9 with a summary of this dissertation,

highlight its contributions to the field, and discuss avenues for future research.
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Chapter 2

Background

One day’s exposure to mountains is better

than a cartload of books.

John Muir

This work draws upon – and is inspired by – state of the art research in many

different areas, both within and outside of robotics. We first relate our problem to prior

approaches to natural language understanding for robots (Section 2.1), and highlight

the novelty of our problem. As the focus of this thesis is primarily on direction

following, we will focus on approaches to this problem. We then discuss related work

in a variety of other areas that will be applicable to our solution (Sections 2.2 to 2.5):

we will draw from work in imitation learning, belief space planning, active exploration

of unknown environments, and semantic mapping.

2.1 Natural Language Understanding for Robots

While people naturally communicate and collaborate using language, for the most

part complex robots are still operated by users with extensive training, through

programming instructions, or with very specialized interfaces. If robots are ever to

be ubiquitous and controllable by lay users, we must introduce new modalities for

controlling complex autonomous systems [162].

In collaborative tasks, people have been shown to prefer communicating using
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2. Background

speech, whether it is compared against written and typed instructions [110] or other

traditional computer-based modalities [134]. While speech as an input modality has

been studied for computer systems such as speech-to-text transcription, personal

digital assistants (e.g., Siri and Google Now), automated phone dialogue, and many

others, the majority of applications to date have not been physically situated: speech

and natural language have not yet become widely used to control robots. A significant

barrier for robots to understand natural language lies in the symbol grounding

problem: connecting symbolic objects with their corresponding real world counterparts

in the environment [54]. For grounding in natural language directions through an

environment, the symbols (linguistic terms) for objects, verbs, and spatial relationships

must be mapped onto the corresponding real world objects and actions.

In this section we will focus primarily on work towards understanding natural lan-

guage directions. Specifically, we will review work on understanding spatial language

directions, which describe (in natural language) the actions necessary to reach a des-

tination. Within this field of work, approaches have tackled two main sub-problems:

(1) direction following in unstructured (but known a priori) environments, and (2)

direction following through unknown (but structured) environments. Approaches

to these two main sub-problems will help us better understand the main challenges

of following directions through unstructured and unknown environments, and will

inform much of our approach in this novel problem space.

2.1.1 Following Directions through Known Environments

When a complete map of the environment is available a priori, it is possible to search

for complete paths (from the robot’s starting location to any possible destination)

that match the natural language instruction. Since the entire map is available, it is

possible to optimize the entire trajectory globally, utilizing all possible landmarks in

the environment and the entire direction.

The actual details of approaches to this problem vary from sequencing hand-tuned

action primitives, inferring formal controllers or reward functions, applying reinforce-

ment learning, or structuring the problem as inference in a graphical model. Because

they all assume a known map and perform global inference, they are able to reason

successfully about natural language directions in very unstructured environments.
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Engineered Action Primitives

It is possible to use action primitives that describe the intent of the natural language

direction, represented as a set of rules that can be executed by the robot (or planner).

One instance of this is work by Levit and Roy [86] that maps language to basic

semantic components called Navigational Information Units that are essentially hand-

generated rules describing the desired shape of the path. These procedures include

moving around an object, moving to absolute locations in the map, turning, and

verifying closeness to a given landmark. Complete paths are generated from these

semantic components using a Dynamic Programming approach. The authors created

a system that can follow directions in the MAP-TASK scenario, a corpus of maps

and natural language directions [5]. A very similar approach has also been used

to generate paths in known indoor environments [44]. Our approach bypasses the

need for this intermediate representation, reducing the amount of engineering effort

required.

Route Graphs are a similar formalized representation of the natural language

command that use a sequence of parameterized rules that represent desired turns,

landmarks where these turns can take place, and goals [106]. In fully-known environ-

ments, these sequences can be combined using fuzzy rules and evaluated for entire

paths using search trees [95] or particle filters [84]. For the most part, evaluating

the fitness of a path requires hand-tuned functions for each possible rule. Recent

work by Landsiedel et al. [84] focuses on automatically learning to label places in the

environment and a probabilistic model for the route descriptions.

Formal Controller

Another representation for the desired robot behavior are plans based in formal logic,

studied by Kress-Gazit and colleagues [76, 77]. Their approach translates structured

natural language into formal logical specifications of the task (in this case Linear

Temporal Logic), which they use to generate controllers that will execute the desired

command. This approach of using formal logical specification provides verification

guarantees on task success if the task is feasible, and can generate explanations when

a task is unachievable [87, 120]. However, doing so requires a complete map of the

environment and the types of input commands in these approaches are closer to a
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programming language than natural language.

Reward Functions

Instead of mapping language to individual components such as action primitives or

controllers, other approaches reason at a more global level by converting language to

reward functions that are optimized using a planner to generate the desired behavior.

Recent work has investigated translating instructions in English to a reward function

in a Markov Decision Process (MDP) with formal action specifications [89, 90]. This

approach uses statistical machine translation and Expectation Maximization and the

authors have applied this to simple tasks in abstract known environments. Users

are able to specify high-level natural language instructions, then a simulated robot

translates the command to abstract reward functions. Our approach also learns

a reward function (as part of the policy), but their approach requires a complete

map and MDP formulation of the problem. Furthermore, the action specifications

used in this approach are essentially the same as the action primitives above, so

this approach still requires engineering effort to design the actions and their specific

reward functions. Our approach is more general in that it does not require a world

map or action primitives.

Policy-Based Approaches

Along the lines of learning reward functions for following directions, some approaches

learn the value function in a policy, using reinforcement learning. For example, Vogel

and Jurafsky [167] used Reinforcement Learning in the MAP-TASK corpus to learn

a policy that grounds both spatial and linguistic components of the directions. They

define a state and action representation that encompasses landmarks and cardinal

directions, and learn the correspondence between the language and features of the

path through a value function. This value function can then be used by a policy to

follow directions. They assume complete knowledge of the map during training and

testing. Our work is similar to this approach in a few respects: we use a policy to

choose a sequence of actions, and compute features of paths to generalize to new

scenarios. However, the MAP-TASK scenario only provided a discrete number of

well-identified landmarks [5] so both of these approaches place constraints on the
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number of possible actions, making this a structured known environment.

Andreas and Klein [8] present an extension of this work to learn a grounded

representation of the path directly from the language. Although this work requires a

complete map of the environment, it does not limit the possible action space or rely on

pre-specified procedures. They are also able to learn groundings for other interesting

tasks, such as naming colors and textually describing the time series behavior of stock

prices. Like these reinforcement learning based approaches, we will learn the meaning

of words using a feature representation, but we will do so in an unknown environment

with many more possible actions.

Graphical Model Formulations

Some approaches attack the grounding problem almost literally by formulating the

problem of following directions as inference in a graphical model. For example, by

treating direction following as sequence labeling, Shimizu and Haas [138] train a

Conditional Random Field (CRF) that maps instructions to an action sequence

through a known environment. Although we also treat direction following as a

sequential prediction problem, our policy does not have access to a complete map.

Furthermore, their approach only utilizes a graph representation of the world (with

no landmarks), so the types of directions that can be represented is restricted.

The state of the art end-to-end direction following system is the recent work

of Kollar, Tellex, and colleagues that also formulates the problem as inference in

a graphical model [61, 73, 74]. Their approach extracts semantic structures called

Spatial Description Clauses (SDCs) from language and plans a complete path through

a known environment by grounding actions, places, and landmarks in the language

to their respective components in the semantic world representation. A graphical

model called the Generalized Grounding Graph (G3) then infers the complete path

that best corresponds to the instruction. This approach uses a set of spatial features

to reason about the relationships between paths and landmarks [157], and several

linguistic components to reason about the similarity between objects in the world

and landmarks described in the command [72] that uses WordNet [45, 101]. Recent

work extends the grounding graph to include paths and events, which can be used for

mobile manipulation [158].
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This approach is related to ours in that we share the same semantic descriptions

of language (SDCs) and some features, but we frame direction following using a

fundamentally different approach. While their approach is to plan a path through

a known environment, our approach is explicitly designed to operate in unknown

environments by learning a policy that reasons about uncertainty and generates a

sequence of short-horizon actions (reasoning about the information currently available).

Additionally, by training directly in unknown environments we learn a policy that

can recover from mistakes by backtracking.

While their approach assumes a complete labeled map is known a priori, Kollar

et al. [73] present very preliminary results using their globally-trained model on partial

map information that is built up as the robot moves in the environment, using a greedy

local inference algorithm. This approach (with no prior map) yields significantly

worse performance on their corpus of directions than the global search [73]. This is

likely due to a fundamental mismatch between the data available at training and

validation time: since this approach is trained on entire paths it is unlikely to make

the correct decision when no options appear to be correct. For instance, a direction

like “go to the elevators” is unlikely to result in the correct partial path when the

elevators have not been detected, since the algorithm has never been trained on

what to do when landmarks are not visible. Our approach does reason about this

possibility because it has been trained to do so, and chooses the action that best

matches the direction using the information available. Furthermore, our results show

that while access to a fully-labeled map does sometimes improve the performance of

our approach, the difference in our work is not significant.

Another formulation of natural language understanding is introduced by Howard

et al. [60] as inferring planning constraints. This approach uses a novel graphical

model (the Distributed Correspondence Graph) to map from language to a set of

constraints that obey the instruction. A trajectory optimizer uses these constraints

to compute the final path. We will make use of this graphical model in later chapters

of this work and our policy will be used as their trajectory optimizer.
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Summary and Comparison

Following directions in completely known environments is different than its unknown

environment counterpart, in part because the approach can reason over the entire

path and is able to use global information about the world and the direction. For

example, knowing the direction ends near an uncommon landmark in the environment

constrains the search to paths that end near that location. Additionally, being able

to do an exhaustive search in the environment ensures no alternative is missed (which

can occur in partially-known environments). This provides a level of robustness, and

on the whole these approaches are able to handle complex unstructured environments

quite well. However, collecting a complete annotated semantic map is time consuming

and may be impossible in some scenarios such as disaster response.

Keeping this important limitation in mind, we do gain several important insights

from this class of approaches that will become useful in our problem of following

directions through unstructured unknown environments:

• we will represent the world using a combined metric, topological, and semantic

map,

• our policy will learn the meaning of action words directly without an intermediate

representation, and

• we will utilize a feature-based representation of the world in order to generalize

to new scenarios.

We will represent the world known so far using a partial map, and since we cannot

optimize complete paths we will use this partial map to enumerate actions that

represent potential paths towards the destination. Given these candidate actions, a

policy will predict a sequence of decisions that move the robot in the world, following

the direction. To do this, the policy will evaluate all actions (using features extracted

from each path) and selects the one that best matches the direction under the map

known so far. This process will be repeated until the policy decides it has reached

the destination.
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2.1.2 Following Directions through Unknown Environments

The approaches presented so far treat direction following as inferring a complete path

through an environment and thus require access to a complete semantically annotated

map of the environment. This assumption is not always realistic or practical, as

collecting a full map may be expensive, time consuming, or simply impossible in many

domains. Enabling robots to understand natural language in unknown environments

would allow them to operate in many more situations.

We now present approaches that have investigated this problem of direction

following through unknown environments. Because they cannot reason globally, these

solutions make a sequence of decisions, using only partial map information that

has been collected so far. To date, all approaches in this category share a common

theme: they map language to a formal intermediate representation of the intent of

the direction, then execute it on the robot open-loop. There are two ways of mapping

from language to this intermediate representation: using engineered rules or a learned

parser. As we will see, these approaches are able to successfully follow directions

through previously unknown environments. However, because of the assumptions

made in the formal intermediate representation, so far these solutions have only been

applied in highly structured environments.

Engineered Approaches

The first class of approaches map language to a sequence of hand-generated parame-

terized action primitives such as travel() or move forward until(). Representing

the natural language direction using these primitives does not require access to a

complete map.

MARCO is a system that follows free-form natural language directions through an

unknown virtual environment [91, 92, 93]. This approach uses a hand-coded parser to

sequence parameterized action primitives (called procedural specifications) from the

natural language direction. These local procedures consist of several action primitives,

such as moving, turning, verifying the presence of an object, and declaring the goal

has been reached. These procedures also include pre- and post-conditions that specify

what the instruction follower (the robot) expects to see before and after the travel

procedure. This can be used to infer implicit actions that must be performed in
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addition to the explicit commands. This work was an impressive implementation of

an end-to-end simulated system that could handle a wide range of natural language

commands, but it operated entirely in a highly-structured game-like environment.

This environment consisted of regular grid-aligned hallways and intersections, along

with a limited set of highly-discriminative landmarks. These types of highly-structured

environments are very different from the real world indoor and outdoor environments

in which robots will be expected to understand natural language.

Using a very similar approach, the Instruction Based Learning project collected a

corpus of directions for a small robot operating in a miniature model of an urban

environment [24, 81, 85]. Using pre-programmed primitives, the authors mapped

language onto sensory-motor behaviors, such as moving towards an intersection or

turning at a given location. Because their action primitive set is closed, the authors

note this can lead to robustness problems. This approach also does not reason about

uncertainty and cannot backtrack if it makes a mistake. This body of work provided

a corpus of directions and developed basic action primitives to sequence together.

However, the environment was a simple city-like simulation and the robot primarily

used road intersections to navigate. Our approach operates in a variety of indoor and

outdoor environments and can use arbitrary landmarks.

While these systems were successful in following directions through unknown

environments, they operates solely in structured environments with a small set of

possible actions or landmarks. Furthermore, they rely extensively on a collection

of hand-tuned rules and engineered components instead of learning the meaning of

commands directly. Our approach aims to operate in more unstructured environments

that do not have clear regular structure, which precludes the use of hand-programmed

robot behaviors.

Learned Approaches

Instead of using hand-generated rules for parsing language, several approaches instead

learn the mapping from natural language to robot controllers. A key benefit of

learning a parser is the ability to handle more complex commands with varied input

language.

For example, approaches presented by Matuszek et al. [99] train a language parser
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that can be used to follow natural language directions through both known [98] and

unknown [99] environments. This parser can map language into formal procedural

plans expressed in a LISP-like formal specification called Robot Control Language

(RCL). These procedures are then executed by the robot in the environment. How-

ever, these particular approaches only take into account the topology of a building

(hallways, rooms, and intersections), without using any landmarks for navigation [99].

Our approach reasons both about the structure of the environment (topology) and

landmarks within it (semantics).

Similarly, Chen and Mooney [29] extended upon the work of MacMahon [92] to

learn a semantic parser and a lexicon for representing directions in a formal navigation

plan language, using training data consisting of example directions and paths. Even

though this approach can handle a wider range of commands, it is still restricted to

use the same local procedures. In this approach, following the directions will fail if the

environment does not match what the action primitive expects. This approach was

validated on the same simulated (highly structured game-like) world developed by

MacMahon [92], imposing the same requirements on the structure of the environment.

Summary and Comparison

These presented approaches to the problem of following directions do not assume

access to a complete map of the environment. They engineer or learn a mapping

from the natural language instruction to a sequence of action primitives, and are then

executed by the agent in the environment open-loop. The intermediate representations

range from parameterized action primitives to formal LISP-like statements, and they

represent a formal description of the instruction in the form of a robot-executable

controller.

Having an intermediate representation of the intent does enable this class of

approach to handle some complex language commands (e.g., “take the second left,”

“go until you reach an intersection”). However, mapping language to robot controllers

leads to a key assumption for this class of solutions that the robot will be able to

execute the desired controller perfectly and the environment will match what the

controller expects. The formal symbolic representation of the command in these

approaches is rigid and can lead to brittleness, for example when there is a large
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mismatch between the environment and controller expectations.

As a result, these existing approaches all make simplifying assumptions about the

structure of the environment, from assuming highly-regular simulated environments

to modeling indoor environments as a topological graph without any landmarks.

Furthermore, all of these approaches have been validated in simulation only, or by

making strong assumptions on the structure of the environment. It is unlikely that a

real robot exploring the environment would generate a partial semantic map that is

structured like the environments these approaches currently operate in. Indeed, maps

generated by robots during execution in unstructured environments are generally

noisy: hallways are not exactly straight, intersections are not always right angles, etc.

This restricts the complexity of the environments that can be handled by this class

of solutions.

The environment limitations required by the above prior approaches mean that

they have only been applied to structured unknown environments. Keeping these

limitations in mind, we do gain two important insights that will be useful in our

problem of direction following through unstructured unknown environments:

• our policy must make a sequence of decision using local information only, and

• our policy must explicitly reason about when it has finished following the

direction (stopping).

We remove the reliance on action primitives or intermediate formal representation of

the language; in our approach we instead train a policy that reasons directly about

the meaning of words. This representation is more flexible, and as we will show can

handle unstructured unknown environments.

2.1.3 Other Related Language Understanding Problems

We now review some of the relevant literature on enabling robots to understand

natural language in settings other than direction following. For example, some of

the interesting application areas are dialogue systems, understanding general (non-

navigation) instructions, and language-driven human-robot interaction or semantic

mapping.
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Dialogue and Language Generation

Dialogue between people and physically-situated systems (such as robots) poses special

challenges, such as engagement (when to start or stop a conversation) and turn-taking

(when to speak during a conversation) [19, 25]. Several approaches attempt to solve

the inverse of our problem: that of generating a natural language description for

a path, task, situation, or help request. Solutions to this problem include a game-

theoretic approach that model the rationality of the speaker and listener [53], formal

logic specifications of plans [120], inversions of an existing probabilistic graphical

model [160], information-theoretic human-robot dialogue modeling to generate queries

that would reduce the entropy in the groundings [38, 159], inverse reinforcement

learning from human demonstrations [113], and Monte-Carlo simulations of a direction-

follower to maximize the likelihood they reach the destination [52]. These approaches

all map from a desired action (for example a specific action to be performed by an

operator) to a natural language description of the task, with the idea that a person

could then execute the desired task.

Understanding General Instructions

One of the earliest approaches for understanding natural language instructions was

presented by Winograd [170], where a dialogue-driven interface could be used to

manipulate objects in a simulator.

Agre and Chapman [3] introduce the notion of “plans-as-communication,” where

a set of natural language directions serve as “guides to activity” and exploit shared

understandings of the world. The directions provide a skeleton of a plan that requires

improvisation, instead of a complete solution to the problem [3, 27].

More recent work has focused on understanding general instructions for every-

day manipulation tasks by mapping high-level instructions in natural language to

a sequence of robot primitives similar to the ones present in the direction following

literature. This has been applied to tasks ranging from setting a table [161], com-

pleting mobile manipulation tasks in the kitchen [102], or following a Microsoft Help

instructions [21, 22].

Other related work has investigated teaching tasks using natural language. Work

in this area generally uses language to sequence together smaller subtask components
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the robot may already know. Approaches to this problem include interactively

defining new tasks using keywords and basic primitives [100], learning formal pre-

and post-conditions for new tasks described in natural language [26, 43], combining

dialogue with observations of human behavior to teach new tasks to a robot [137],

or using dialogue to add, modify, or cancel tasks by interacting directly with an

autonomous robot [154].

The ability to teach arbitrary tasks to robots using a combination of natural

language, gestures, demonstrations, and other sources of prior knowledge (for example

the web) will one day enable robots to become effective teammates in human-robot

teams.

Language-Driven Human-Robot Interaction

Language has been used as one component of a multi-modal interface for controlling

robots. Speech is an especially motivating interaction modality as it requires essentially

no user training, and could be used for very short-term interaction between robots and

people. These systems range from robots that can interact with passersby in crowded

environments in order to reach an unknown destination, to single-user interaction in

controlled settings.

GRACE was an early integrated fielded system that successfully navigated to a

registration desk in a previously unknown environment by asking people for help

and following simple directions [145]. However, the natural language interaction was

primarily restricted to pointing gestures and very simple commands, resulting in

interaction closer to “verbal tele-operation.” The robot was also missing the ability

to recognize semantic entities in the environment, such as rooms and landmarks. Our

work is able to handle more complex language and reason explicitly about landmarks

and regions in the environment as the robot detects them.

Similarly, the Autonomous City Explorer robot is able to navigate in unknown

environments to reach a destination by interacting with pedestrians [15]. This system

represents the world as a partial metric and topological environment, and periodically

asks for help to reach the destination. The human-robot interaction is limited to

simple gestures and a touch screen, both indicating the heading to travel in next (for

example, by pointing towards where the robot should go). While the robot asks for

25



2. Background

help using scripted natural language requests, it does not attempt to understand or

follow complex natural language instructions to reach the destination.

Because of the complexity of speech recognition in noisy environments, the

language interaction component in these approaches has generally been limited or

uni-directional from the robot to people. Despite these limitations, how people give

instructions has been studied in many settings, including robot navigation in the

TeamTalk corpus [96, 97]. Studies such as these could one day be used for building

human-robot dialogue systems.

One such dialogue system was presented by Skubic et al. [146], who developed

a multi-modal human-robot control interface that could use speech as one possible

input during interaction between a robot and operator. In this work, language

was used to command basic actions, provide landmark names (replacing object

recognition), and describe spatial relationships to objects. The system could also

generate spatial descriptions to describe the location of objects, and perform simple

dialogue interactions to learn more about the environment.

While these approaches to human-robot interaction may have only considered very

simple language commands, they illustrate the usefulness of complete implemented

system and highlight many of the challenges involved with such a complex endeavor.

Furthermore, they demonstrate that people are by-and-large willing to interact with

complex robots using speech.

2.1.4 Comparison of Problem Space Features

To better compare the problems solved by prior approaches, we list in Table 2.1 the

major relevant prior works in understanding natural language for navigation, and

highlight the characteristics of the problem these approaches are solving according to

two important dimensions. First, the starting map may be known or unknown when

the robot receives a direction to follow. While assuming an a priori map is reasonable

for many applications, in many cases it is impractical or infeasible to assume that a

completely-labeled map will be available ahead of time. Furthermore, being able to

operate in unknown environments is desirable as it removes any limitation about the

environments the approach can operate in.

Second, the constraints placed on the environment structure by each approach
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Table 2.1: Comparison of domain space features for prior work in natural
language direction following. Starting Map refers to whether or not the map is
known to the robot when it receives a direction to follow. Environment Structure
refers to any constraints imposed on the structure of the environment (e.g., the
approach cannot use landmarks), therefore limiting the types of environments
(or commands) each approach can handle. Our approach is the only one that
addresses the problem of following directions through unstructured (i.e. real
world) environments without an a priori map of the world.

Problem Characteristics

Approach Starting Map Environment Structure

Levit and Roy [86] Known Open map with landmarks

MAP-TASK [8, 167] Known Open map with landmarks

Shimizu and Haas [138] Known No landmarks

Kollar, Tellex et al. [73, 158] Known∗ Unstructured

Howard et al. [60] Known Unstructured

Kress-Gazit et al. [77] Known Constrained, no landmarks

IBL [24, 81] Unknown Road intersections only

MARCO [93] Unknown Virtual structured†

Chen and Mooney [29] Unknown Virtual structured†

Matuszek et al. [99] Unknown No landmarks

Our approach Unknown Unstructured indoor/outdoor
∗ Some preliminary results are presented using only local map information built up online.
† These approaches use a game-like simulated environment consisting of grid-aligned

intersections and a small set of highly-discriminative landmarks.
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also limit the environments that each approach can deal with. For example, some of

the approaches only operate in virtual environments with highly regular structure.

Other approaches do not reason about landmarks, so would require directions that

describe the environment topology only. These constraints further limit the types of

environments.

This thesis is the first to address the problem of following directions in unstructured

unknown environments.

2.1.5 Summary

Given that language holds the promise of effortless human-robot interaction, it is

not surprising that many researchers have focused on utilizing natural language as a

medium for interacting with robots or other intelligent agents. In the broad category

of understanding natural language directions for robots, the problems addressed so far

by the prior literature are following directions in known unstructured environments,

and following directions in unknown structured environments. We have shown the

limitations of both of these: requiring a complete map of the environment be available

is not always feasible, and imposing that the environment obey some structure can

be a severe limitation. Ours is the first approach to tackle the problem of following

directions in unknown unstructured environments.

We gained several important insights from the works, namely, a world representa-

tion, a need to learn the meaning of words directly (free from intermediate formal

controllers), and a general framework for understanding directions (sequential decision

making). We will use these in our approach described in Chapter 3. Before that, we

will continue reviewing related work in other areas that our approach will draw from.

2.2 Imitation Learning

Machine Learning is playing an increasingly important role as robotic systems become

more complex. Within this large body of work, techniques that utilize imitation

learning (also known as learning from demonstration) are of particular interest,

as they benefit from the presence of an expert who can provide examples of the

optimal (or desired) behavior [9]. For example, imitation learning has been used
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to develop a steering control for an autonomous driving vehicle [10, 117], develop

helicopter controllers [2, 31, 32], and learn collaborative multi-robot behaviors [30]

or task allocation utility functions [40]. In all of these approaches, a person (the

expert) provided demonstrations of the desired behavior, and the algorithm used the

demonstrations to deduce a way to replicate the same behavior.

One way to learn from human demonstrations is by Inverse Optimal Control [6,

20, 66]. In this setting, the goal is to learn a cost function from user demonstrations,

such that the demonstrations are optimal under the learned cost function (learning a

reward function is an equivalent formulation). In other words, an optimal plan under

this cost function should mimic the expert’s behavior. The planner can then use this

cost function to produce a behavior on new problems. This approach assumes the

expert was acting (near) optimally when making decisions, such that the cost function

encapsulates the expert’s decision making. This formulation is especially useful in

settings where an explicit cost function is unknown (or difficult to obtain), and

hand-tuning it would be a time-consuming process requiring many iterations of “guess

and check.” Instead, an expert can demonstrate examples of desired behavior, and

the algorithm can use these to learn the cost function. This approach to learning cost

functions has successfully been used to learn different driving styles [1], cost functions

for arbitrary MDPs [108], route preferences through a city [174], and pedestrian

prediction inside buildings [124].

Another way to formulate imitation learning is to reduce it to a problem of

structured prediction [156], which is especially well suited for problems where a robot

is making a sequence of decisions. In this setting, a structured classifier attempts to

predict the expert’s action (out of all possible actions). One such approach to imita-

tion learning is Maximum Margin Planning (MMP), presented by Ratliff et al. [121].

It attempts to mimic the expert’s behavior and learn a cost function by penalizing dis-

agreements between the expert’s demonstrated action and the lowest loss-augmented

cost action [121, 122, 123]. This structured prediction formulation has been applied to

a variety of problems, including improving overhead imagery interpretation for robot

cost maps [123, 139], correctly interpreting perception data for safe navigation over

complex terrain [140, 141], and learning driving maneuvers [142]. As an additional

benefit, this formulation has an efficient online optimization formulation using the

subgradient method and standard convex optimization techniques [121].
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While Max Margin Planning and other imitation learning approaches have success-

fully been applied to many real world problems, recent work by Ross and Bagnell [126]

showed that this supervised approach to imitation learning can perform poorly when

the training and testing data are not independent and identically distributed. In such

settings, the learned policy induces a distribution of visited states that is different

than the distribution of states visited by the expert demonstrations. If the learned

policy makes a mistake, it will be forced to make a decision from a state it never

visited during training, and the errors will compound. To address this issue, Ross

et al. [129] reduced imitation learning to no-regret online learning, and presented an

iterative imitation learning framework that alternates between training and execution

(similar to work on search-based structured prediction by Daumé et al. [35]). This

enables the algorithm to collect demonstrations for states that are induced by the

policy during learning, and results in a policy with performance guarantees over the

state distribution it induces [129]. This provided notable performance gains on such

diverse problems as autonomous driving, playing Super Mario, handwriting recogni-

tion, helicopter control, and image classification [126, 129, 130, 131]. The authors also

applied similar ideas to system identification [127], contextual list optimization [132],

and cost-sensitive learning problems [128].

2.3 Belief Space Reasoning

Significant uncertainty in a robot’s state that is not accounted for when making

decisions can result in poor performance. For example, a mobile robot may not be

certain about its position, and may run into a wall if it attempts to travel to the

goal directly. Instead, the robot can account for the uncertainty in its position by

reasoning in belief space, resulting in paths that minimize the uncertainty and the

time required to reach the destination. While this problem can be formulated as

a Partially Observable Markov Decision Process (POMDP), solving POMDPs still

remains an intractable problem for most realistic scenarios [63, 88].

In order to plan mobile robot trajectories that minimize the likelihood of becoming

lost, Roy et al. [133] developed a model for a map’s information content, and then

used this model to plan trajectories that take into account the future positional

uncertainty. Since completely representing a robot’s belief and reasoning about every
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possible future measurement is computationally intractable, the authors use the

simplifying assumptions that the robot’s belief can be accurately represented by a

Gaussian, and compute the expected localization entropy using only the maximum

likelihood sensor measurement. They then compute the environment’s information

content by combining this expected position entropy with a probabilistic model of

dynamic environments (to account for corrupted measurements). This approach

then plans trajectories in this information space using a simple graph-based planner,

yielding “coastal” paths that navigate to a goal by staying close to walls (a good

source of localization information). The resulting paths are slightly longer but

reduce the robot’s average localization entropy while traveling to the destination.

Extending upon that idea, Prentice and Roy [118] applied a belief representation

for a probabilistic roadmap planner, creating belief roadmaps that are used to plan

informative paths very efficiently. These resulting paths follow similar “coastal”

patterns to stay localized.

Beliefs are often represented as a Gaussian. For example, Platt et al. [114] assumes

future observations are also normally distributed about the maximum likelihood belief.

It then applies conventional optimal control strategies to plan directly in belief space.

Similarly, van den Berg et al. [163] represent beliefs by a Gaussian distribution

(without assuming maximum likelihood observations) and plans trajectories in belief

space for robots equipped with noisy sensors.

For non-Gaussian beliefs, Platt et al. [115] demonstrate an approach for represent-

ing samples from the belief space that represent belief hypotheses [115, 116]. This

approach generates plans that have a wide margin between the current best hypothe-

sis and all other samples, resulting in actions that are likely to confirm or disprove

the current best belief. Various researchers have applied belief space reasoning to

understanding the actions of an agent. One approach is to treat action understanding

as inverse planning, which provides a computation model for understanding the

actions of people [12]. For example, Baker et al. [13] model the desired and beliefs

of an agent, and invert a POMDP to infer the best explanation for the observed

behavior [11, 13]. Another approach based on the Most Probable Explanation (MPE)

assumption is presented by Verma and Rao [165], who formulate the belief space

planning problem as a graphical model, where the most likely graphical model is used

as an approximation to the maximum a posteriori solution. Using this assumption,
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the authors formulate planning as the solution to a greedy policy, and show they can

learn a policy that infers a goal using partial traces of demonstrations.

Another approach to understanding the actions of an agent is to represent the

agent’s belief directly and use this belief to generate plans; de Chambrier and

Billard [36] learn human search policies from demonstrations in a partially-observable

context. This approach represents the person’s belief as samples in a particle filter,

and reproduces the learned search policy on a robot manipulator to search for a block

on a table.

Another method for dealing with uncertainty is to assume that it will be resolved

after the next iteration. In this setting, the central idea is to plan by using the

expectation over the minimum cost plans, as opposed to the minimum over expected-

cost plans. Essentially, this is simplifying the problem by reasoning about the

uncertainty for one step into the future, and using minimum cost plans (with no

uncertainty) thereafter. QMDP [88] and Hindsight Optimization [172] are two

frameworks that utilize this to reason about the uncertainty for a single step.

One successful application of hindsight optimization for robot planning is presented

by Kiesel et al. [70], who apply this technique to open world planning problems (where

the agent does not initially have complete knowledge about the world state), and

demonstrate an efficient solution in a simulated search-and-rescue problem [70] as

well as robot planning under temporal uncertainty [69].

When following natural directions in unknown environments, we have several

sources of uncertainty: uncertainty about the map, uncertainty about how far

the policy is in the direction, and uncertainty in the location of the destination.

Uncertainty in the map is the main source of uncertainty we will address, either

implicitly (by training a policy to reason about the uncertainty) or explicitly (by

representing a distribution over the map). Our approach will make use of the ideas

behind Hindsight Optimization to present an efficient solution to the problem of

reasoning under uncertainty. Furthermore, we will learn how people reason about the

uncertainty in the environment by observing their behavior in a map distribution.
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2.4 Active Exploration

Active exploration for simultaneous localization and mapping (SLAM) involves ex-

ploration of the unknown parts of the environment while minimizing uncertainty

during exploration. This area of research is related to ours in that we begin with an

unknown environment and must trade off the cost of gathering information about

unknown parts of the world with the cost of executing actions using this knowledge.

However, instead of trying to reduce uncertainty in the map or the robot’s pose, we

are instead trying to correctly follow directions. Our goal is constrained by the task

and we may not know for certain when we reach it (as we may never gather a full

map). In contrast, SLAM has a very clearly defined goal of gathering a complete

map of the environment with no missing pieces. We want to gather just enough

information to be reasonably confident that the directions were followed correctly,

while minimizing the total distance traveled.

For robot localization, Fox et al. [49] introduced Active Markov Localization for

Mobile Robots, where the robot actively localizes in a known map by controlling where

to move and where to look. This approach computes the information gain (reduction

in entropy) of taking any given action, and includes an explicit (hand-tuned) trade-off

between the cost of the action and the expected information gain.

In a SLAM setting, similar work by Stachniss et al. [151] attempts to build high

quality maps by promoting behaviors like loop closing [150], or using estimates of

information gain to trade off the utility of each action by taking into account the

expected sensor information gained by the action [151].

Other prior work has studied actively selecting viewpoints [94], trajectories [143],

or control policies [71] that minimize errors. Runge et al. [135] use the Expected

Value of Information to identify uncertainty that is relevant to an adaptive wildlife

management setting.

2.5 Semantic Mapping

Semantic mapping is concerned with enabling robots to build human-centric models

of their environment so that they can reason about high-level properties of the

environment when interacting with people [80, 109, 119, 173]. Having such rich map
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representations would enable robots to perform tasks that require reasoning about

semantically meaningful components of the map, instead of simple metric navigation

tasks. Indeed, understanding natural language directions requires a semantic model

of the environment so that a robot can reason successfully about the direction (e.g.,

reasoning about landmarks). For example, the command “go to the kitchen” requires

some knowledge of where the kitchen is (or what a kitchen looks like). The two main

classes of approaches to building semantic maps are fully autonomous approaches,

and approaches driven by human-robot interaction.

Fully-autonomous approaches to building semantic maps do not require human

input to generate a map. Prior work has enabled robot to generate topological maps

from range data [23], use LIDAR to semantically classify regions in buildings [50,

104, 152], and use 3D point cloud data to semantically label objects [4, 82]. These

approaches can be used to generate maps with semantically meaningful properties,

such as the locations of corridors, offices, and meeting rooms. Additionally, labeling

the location of objects (e.g., computers, chairs, mugs, etc.) in the world can enable

robots to reason about these directly (e.g., “bring me the mug”) or indirectly (e.g.,

deduce the location of the office from computers, desks, and chairs). Our work will

enable robots to reason within these semantically annotated maps.

Semantic mapping approaches that are driven by interaction with a human operator

have the potential to enable robots to build more human-centered representations of

their environment, and gather information that would otherwise be hard to deduce

autonomously. For instance, recent semantic mapping approaches use a multi-modal

interface (including natural language) to build a map of the environment [14, 51, 75,

119]. In these approaches, a user can describe (in natural language) the room the

robot is in, or gesture to an object and describe it.

One instance of a user-driven approach to building semantic maps is the Semantic

Graph, a framework introduced by Hemachandra et al. [56] as a coupled metric,

topological, and semantic map of the environment containing semantically labeled

locations described (in natural language) by an operator [56, 168]. This approach

extends a standard SLAM metric map with a topological representation of the

environment and semantic properties of each region. The semantic properties for

detected region labels are inferred using image- and laser-based scene classification,

as well as natural language descriptions. During a guided tour to the robot, the user
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can provide natural language description of the environment the robot is currently

in (e.g., “this is the gym”) or parts of the environment the robot does not directly

observe (e.g., “the gym is down the hall”). Similarly, Williams et al. [169] use a

cognitive architecture to add unvisited locations (described by the user) to a partial

map, but only reason about topological relationships to unknown places.

Our work makes use of recent semantic mapping research in two important ways.

First, our approach to modeling partially-known environments in Chapter 3 will

require access to a semantic mapping component that can reason about metric,

topological, and semantic properties of the environment the robot has observed so

far. Second, our work on inferring semantic maps from a natural language direction

in Chapter 5 will make use of the Semantic Graph [56], but we add the ability to

hypothesize new locations in the environment using the information contained in the

natural language command. This effectively treats language as another sensor that

can be used to build a map.

2.6 Summary of Background

Enabling robots to understand natural language directions would be one step towards

enabling seamless human-robot interaction. Because of this potential, it is not

surprising this interdisciplinary problem has received much attention. The primary

difference between the approaches to natural language direction following presented

here is whether or not a complete semantic map of the environment is available.

Approaches that use a complete map can infer paths using global information from

the complete direction and the entire map. Approaches that do not have access to a

full map a priori must instead make decisions using only the information about the

environment that has been observed. Several previous approaches to this problem

operate in constrained structured environments to simplify the problem (for example

in simulation or environments without landmarks). In contrast, our approach operates

in unstructured environments by learning a policy that can follow directions through

unknown environments. In this chapter, we have argued that the problem of following

natural language directions through unknown and unstructured environments has

not received enough attention.

To tackle this problem, we will leverage major insights gleaned from the prior work.
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We will treat following directions as a problem of making a sequence of decisions

under uncertainty. This will make use of a policy that predicts an action, and we will

train the policy by drawing upon several state of the art imitation learning techniques.

This work is related to active exploration in many ways since we start with no map

of the world, although in our problem the primary goal is following the direction

correctly (not building a map).

We will also treat language as a sensor to generate a distribution of possible maps

that extend beyond the robot’s sensor range. This makes use of a semantic mapping

framework, adding language as a possible input. Since the policy must now reason

about a distribution of landmarks, we will additionally bring in work in belief space

reasoning. Together, our work will enable robots to follow natural language directions

through unstructured unknown environments.
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Chapter 3

Following Directions in Unknown

Environments

I never saw a discontented tree.

John Muir

In Chapter 1, we discussed how our particular problem of natural language direc-

tion following in unknown environments is one of decision making under uncertainty,

where a policy makes a sequence of decisions using only the information (map) it has

available. This policy should choose actions to explore the environment (building

up the robot’s knowledge of the world), backtrack if the robot made a mistake, and

explicitly declare when the robot has reached the destination.

In the prior work presented in Chapter 2, we analyzed various approaches to

similar problems, and gleaned several important lessons. Among these, we gain a way

of representing the world (using a combined metric, topological, and semantic map),

a general approach of learning the meaning of actions directly (free from intermediate

formal controllers), and a representation of actions in the world that uses features.

Additionally, we know that our policy must have several properties: it should reason

about partial information and make decisions under uncertainty (e.g., even in the

absence of landmarks), it should recover from mistakes it makes during execution,

and it should make a sequence of decisions until it explicitly declares that the robot

has reached the destination.
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In this chapter, we further detail our approach, specifically implementing a system

that enables robots to follow natural language directions through unstructured and

unknown environments. At the heart of the policy lies the equation we introduced in

Section 1.2:

π = argmin
actionst

cost (position, action | language,mapt) . (3.1)

Looking more closely at the components of this equation, we identify the key steps

required to formalize the policy. First, we need to model the information contained in

the natural language command given by the user (the language). Second, the robot

needs to build up a partial model of the environment, using a combined semantic-

topological-metric representation (the map). Third, the policy needs to enumerate

the set of actions available at any time, so that they can be evaluated under the cost

function (the action set). Finally, given an action, command, and partial world, the

policy must evaluate the cost of that particular action. The policy will do this using

a feature representation of the action. We will describe each of these in this chapter,

as well as the entire algorithm for direction following in unknown environments. We

leave until Chapter 4 a discussion of how the policy is learned, and for now assume

that the cost function is given.

For conciseness, Table 3.1 defines the following symbols to help represent the

policy formulation more succinctly. We can now rewrite Equation (3.1) as:

π (x) = argmin
a∈At

c (x, a |Λ, St) . (3.2)

Table 3.1: Symbols used in policy formulation.

t current time

x current position

Λ natural language command

St current partial map at time t

At set of possible actions available, given the map St

a a single action

c the cost function
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For notational convenience, we introduce a state variable s that encapsulates the

current pose, the map, and the language command:

s := {t, x, St,Λ}. (3.3)

This enables us to further simplify the policy representation as a cost function

evaluated over state-action pairs:

π (s) = argmin
a∈At

c (s, a) . (3.4)

In this setting, the policy enumerates a set of actions At available from the current

state, and chooses a single action to execute on the robot. More concretely, each

individual action will either take the robot to a new place in the environment (exploring

new parts of the map), backtrack to a previously visited location (if the robot made a

mistake), or explicitly declare that the robot has finished following the direction. The

policy in Equation (3.4) considers the cost of each possible action, and selects the one

with the lowest cost. The goal is for the robot to choose the right set of actions At

and the correct cost function. In this dissertation we assume that the cost function

takes the form of a linear combination over features φ of the state-action pair:

c (s, a) := wTφ (s, a) (3.5)

While many other cost functions are possible, a linear cost function is efficient to

compute and learn.

The remainder of this chapter describes our technical approach to enabling robots

to follow natural language directions through unknown environments. We first

describe our model for the language command Λ, which is split into a sequence of

semantic clauses (Section 3.1). We then model the partially-known environments

with a semantic map St that is built up online (Section 3.2). In addition to the metric

and topological structure of the environment, this map contains semantic information

of places and objects. We then describe in Section 3.3 the detailed representation

of the policy, including the state and action spaces, and the complete algorithm for

following directions in unstructured unknown environments. Finally, we describe the

features used in the policy’s cost function in Section 3.4.
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3.1 Modeling Spatial Language

Natural language is used extensively when people collaborate, and would provide

a similarly natural and flexible way of interacting with autonomous robots. Such

interaction would not require specialized interfaces, extensive user training, or knowl-

edge of robotics. However, several factors make following natural language directions

challenging for robots. First among these, language that is only constrained by the

task may engender a large vocabulary of words that users may choose from [157].

In other words, there are many ways of expressing directions that map to the same

action, and users may direct robots towards the same intended destination with

very different commands. Additionally, untrained users may have different spatial

representations of the world [72]. These challenges are due to the complexity of

natural language communication; enabling robots to understand language will require

dealing with this complexity.

Fortunately, most spatial language directions exhibit properties that we can

leverage to simplify this challenging problem. This linguistic structure was described

as a cognitive concept by Jackendoff [62] and colleagues [83, 155], and was later

formalized as a computational concept by Tellex [157] and Kollar [72] in the form of

Spatial Description Clauses (SDCs). SDCs have been successfully used in many prior

approaches of robot natural language understanding, particularly following directions

and robot manipulation [41, 61, 72, 73, 74, 144, 158].

In this work, we will primarily make use of the following two key properties of

natural language direction. First, natural language directions are sequential : each

clause in a direction refers to one step along the path, ordered from the start to the

destination [72]. This enables us to decompose one long direction into several shorter

clauses. Second, each clause has structure: parts of the direction refer to different

meaningful terms; verbs prescribe what to do and where to go, spatial relations

describe the relative geometry between the path and the landmark, and landmark

references describe what objects will be visible from the path during navigation [73].

This enable us to reason about semantically meaningful components of language,

instead of attempting to learn a model for all natural language sentences. For example,

we will be able to learn models for individual verbs (such as “turn right”) that are

independent of the landmark. These two properties of spatial language directions
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Table 3.2: Sequence of SDCs for the sentence “Turn
right towards the elevator and go through the doors.”
The command is decomposed into two SDCs (Λ0 and
Λ1), each with semantically meaningful components.

Verb Landmark Spatial Relation

Λ0 turn right the elevators towards

Λ1 go the doors through

are encapsulated in a representation known as Spatial Description Clauses (SDCs),

introduced by Tellex [157].

Described more formally, the SDC representation enables us to represent a complex

natural language direction Λ as a sequence of Spatial Description Clauses:

Λ→ [Λ0, . . . ,ΛN ] , (3.6)

where each clause contains some structure. This enables us to simplify the problem

of following a complete direction into several sub-problems, each following a single

clause in the direction. Moreover, each SDC Λi consists of several components:

• Verb: an action to take.

• Landmark: an object described in the command.

• Spatial Relation: a desired geometric relation between the landmark and the

path.

Any of these fields can be unlexicalized and therefore only specified implicitly. This

semantic structure provides a decomposition of language into components, each of

which will (as we will later show) be modeled separately. A single SDC models

the actions necessary to follow a short command, and a sequence of SDCs forms a

complete command.

Given a natural language direction (for example, the one shown in Table 3.2),

we first decompose the command into a sequence of two SDCs that the policy will

complete in order. Then, we extract the semantically meaningful components of

the language (verbs, landmarks, spatial relations) from each SDC. This formulation

provide a semantically meaningful representation of the intent of the natural language
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direction, while remaining flexible to the many possible ways of expressing the same

thing (by extracting the key components in the command). Furthermore, it does not

rely on formal controllers that directly prescribe how the robot should act.

Although Spatial Description Clauses will enable us to understand natural language

directions by reasoning about its components, there are some directions where this

SDC formulation does not hold. In particular, some directions are best represented as a

hierarchy of SDCs, or may require reasoning about complex conditionals: for example

negation (do not go through the doors) or counting (the third door on the right).

Nonetheless, in spite of these limitations, this formulation enables tractable inference

for following directions, since we can treat the problem as a sequence of SDC-following

procedures. Given our assumptions about the sequential and decompositional nature

of natural language directions, this simple model is expressive enough to capture

much of the complex information contained in natural language.

3.2 Modeling Partially Known Environments

The previous section described our representation of the information contained in

the natural language command as a sequence of semantically structured clauses. We

now discuss the representation of world : a semantic map that evolves over time as

the robot travels in the environment. This semantic map St contains three main

components, outlined in Table 3.3: a metric layer, a topological layer, and a set

of semantically labeled objects. We make no assumptions about the structure of

the environment or how the robot builds up the map, only that it can represent

and update the metric, topological, and semantic map layers. This map provides a

human-centric model of the environment that is interpretable by both people and

robots, and the policy will use it to reason when following directions. We now describe

in more detail each component of the partial semantic map, using a running example

of a robot operating in the environment shown in Figure 3.1. In this hypothetical

explanatory scenario, the robot’s sensing range is limited, and the known information

at the start (Figure 3.1b) is a very small subset of the complete map.

42



3. Following Directions in Unknown Environments

Table 3.3: Components of the semantic map St at time t.

Xt metrical representation of the free and occupied space in the environment

Gt topological representation of how regions are connected

Ot a set of semantically labeled objects and regions

Start
S
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E
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r

Doors

(a) Complete map

Robot

(b) Starting
configuration

Figure 3.1: Illustrative scenario we use as a running example to describe our approach:
complete map of the environment (3.1a) and the resulting partial map for the starting
configuration (3.1b). Whereas we show all landmarks in the complete map, the robot
must make decisions using only the partial map information.

Metric Layer

The primary purpose of the metric layer Xt is to ensure the robot can navigate in the

environment without colliding with obstacles. We do not impose restrictions on how

this metric map is generated, only that it exists. For example, it can be generated

by a Simultaneous Localization and Mapping (SLAM) module running on the robot.

Similarly, we assume a motion planner exists that will be able to navigate the robot

to a chosen destination as long as a collision-free path exists. The details of the

planner are not important. For instance, in this dissertation we have applied our

approach on a variety of motion planners running on robots, including planners that

are sampling-based [67], graph-based [17, 18, 33, 164], and grid-based [46, 47, 153].
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Start

Legend

Visited Vertex:

Frontier Vertex:

Graph Edge:

Robot path: Robot

Figure 3.2: The topological layer of the map stores where the robot has been and
where it could go. As the robot moves in the environment ( ), it builds up a
topological graph. This graph consists of places the robot has already been ( ), and
places the robot could go to gain information ( ).

Topological Layer

The topological representation of the world provides a way to reason over paths in

the environment. As the robot travels, it builds up a graph representation of the

places it has detected:

Gt = {Vt, Et}, (3.7)

where the vertices v ∈ V represent possible viewpoints that are connected by edges

e ∈ E representing allowable robot travel segments. Since this graph is generated

incrementally, the robot adds two types of nodes to this graph: nodes that represent

previously visited locations V , and nodes that represent frontiers F . Frontier nodes

lie between explored space and unexplored space, and are inspired by work on frontier-

based exploration [171] and other active exploration methods [94, 151]. Edges connect

any two nodes that have a feasible path between them. As the robot moves through

the environment towards unknown areas (i.e., towards frontier nodes), its sensors can

observe into the unexplored space. This “pushes forward” the boundary of knowledge,

and adds new nodes to the graph (both previously visited and frontier nodes). For

example, in Figure 3.2 the robot adds two frontier nodes to the graph Gt. The robots

removes frontier nodes once it reaches their location (they are now a visited node).

This topological representation is beneficial in two ways. First, the vertices
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S
ta

ir
s

Figure 3.3: The semantic layer of the map is a set of semantically annotated objects.
When the robot’s perception detects an object in the environment such as the stairs
( ), it adds it to the set of known objects Ot.

connected by feasible travel edges gives the robot the ability to generate and reason

about partial paths in the environment. Second, the frontier nodes are an explicit

representation of the information it does not yet have, and the policy will use this to

bias actions towards exploration. These will become core components of our approach

to following natural language directions in unknown environments.

Semantic Layer

The final component of the semantic map St is the set of all semantically annotated

objects Ot detected by the robot as it travels in the environment. The objects can

be physical things such as a water fountain or a door, landmarks such as a staircase

or an elevator, or a region in the world such as a kitchen or an intersection. Each

object o has a semantic label otag and some geometry (represented as a sequence of

points) opoints = [p0, . . . , pn]. An object can be used for navigation after it has been

detected. In other words, as the robot is following a direction the policy can only use

landmarks already in Ot to reason about. For example, in Figure 3.3 the map only

contains the stairs object (the elevator and doors are not yet known).
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Summary

The semantic map St forms the robot’s world knowledge during execution. it consists

of the metric, topological, and semantic layers presented above, and can be written

as:

St = {Xt, Gt,Ot}. (3.8)

This semantic map is generated incrementally during robot execution, and will be used

throughout the rest of this work to reason about the possible actions, any objects in

the world, and how these relate to the command represented as a sequence of Spatial

Description Clauses. Note that we have made no assumptions as to the structure of

the world: as long as the robot is able to detect objects and represent valid paths in

the environment we can apply our approach for following natural language directions

in an unknown environment.

3.3 Policy Representation

With the above representations for the command and map, we detail the policy π

that maps from states to actions by minimizing the cost function over a set of possible

actions:

π (s) = argmin
a∈At

c (s, a) (3.9)

= argmin
a∈At

wTφ (s, a) . (3.10)

The state s consists of the current time t, position x, map St, and command Λ

(Equation (3.3)). In this section we describe how the policy’s state evolves as the

robot moves through the environment, and how to compute the set of actions At

given the current state. Our choice of action set is highly dependent on the semantic

map structure we have previously described. The set of actions encapsulates the three

desired types of behavior: exploration to new places, backtracking to somewhere the

robot has already been, and explicitly declaring when the policy has finished following

the direction. We also detail the entire algorithm for following directions in unknown

environments.
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Figure 3.4: The policy state updates as the robot travels through the environment.
Here we show the map update: the topological graph contains more nodes (both
visited and frontiers), and the set of semantically labeled objects now includes the
elevator and doors.

State

The state represents the information necessary and sufficient for the policy to make a

sequence of decision. This state evolves over time as the robot travels through the

previously unknowns parts of the environment. The components of the state are the

time, the robot’s position, the current map, and the input direction.

The state initialization is straightforward. Since the robot does not have an a

priori map of the environment we set its starting position at the origin (v0) and add

this vertex to the topological graph in the map (the map is empty otherwise). The

direction Λ is broken down into a sequence of SDCs [Λ0, . . . ,ΛN ], as described in

Section 3.1.

During execution, the state updates to reflect the latest information available to

the robot. The time increments and the pose x updates to reflect the robot’s current

position. The three layers of the map also update in the following manner. The metric

map reflects the latest sensor information available to the robot. The topological

graph adds both visited and frontier graph nodes (to V and F respectively), as well

as connects valid travel segments between nodes by edges. After the robot completes

a travel segment (i.e. action), it adds a visited node at that position. The robot also

adds frontier nodes at locations known to be empty but that have not been visited, up

to some maximum distance. Lastly, as the robot detects objects with its perception
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Figure 3.5: Actions are places the robot can go next. Each action is a path in the
topological graph ( ) paired with a landmark. For simplicity, we only show the
three actions that end at frontier nodes, and do not show the landmark associated
with each path in this figure. Additionally, the stop action (not shown) is always
available to the robot.

system, it adds them to the set of semantically labeled objects. This updated state,

illustrated in Figure 3.4, will be used to compute the set of valid actions.

Action

Given a state s, the policy must compute a set of actions At that represent all

allowable actions the robot can take at time t. Like the state, the action set evolves

over time, since the policy computes it using the semantic map St and the current

position x. Each action is a path from x to a vertex v ∈ Vt paired with an object

o ∈ Ot. The object may be undefined, to account for objects that are not yet visible

or SDCs that do not specify one. A separate action astop declares that the robot

has reached the SDC’s destination: the policy moves to the next SDC if one exists

(otherwise the robot has finished following the entire direction). Figure 3.5 shows

several feasible actions that end at frontier nodes in the topological graph for the

updated policy state.

Each action can either explore (if the path ends at a frontier node in F), backtrack

(if the path ends at a previously visited node in V), or stop (if the action is astop).

While the policy reasons about these types of actions when computing features of

various state-action pairs, we do not explicitly limit the set of available actions
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(a) Path paired with the elevator. (b) Path paired with the doors.

(c) Path paired with the stairs. (d) Path paired with no landmark.

Figure 3.6: Since each action is a path paired with a landmark, the policy is searching
over the space of possible groundings for the command. Here we show four different
actions that use the same path: using previously detected landmarks (figs. 3.6a
to 3.6c) or no landmark (fig. 3.6d). This is a subset of the valid policy actions since
there are other paths in the environment.

or otherwise reason separately about the different classes of actions (exploration

vs. backtracking vs. stopping). The set of actions available to the policy is formally

represented as:

At = {path (x, v) ∈ Gt ∪ astop} × Ot, (3.11)

where path (x, v) is a valid path in the graph from x to a vertex v ∈ Vt. This set of

actions represents the possible groundings of the natural language command: the

objects o are possible groundings for the landmark field of the SDC, and the paths are

possible groundings for the action (i.e. the verb and spatial relation fields). As such,

each action a is one possible grounding for the Spatial Description Clause, and the

policy will search over these groundings. In other words, the action set will include

the same path paired with all known landmarks (see Figure 3.6).

Intuitively, an action represents one step along the direction’s full path. The

policy will make a sequence of decisions, choosing a single action to execute from the

49



3. Following Directions in Unknown Environments

Algorithm 1 Following natural language directions through unknown environments.

1: procedure Follow Dir(π,Λ)
2: t = 0
3: xt = v0

4: Xt = ∅ . No metric map
5: Gt = {V = {v0}, E = ∅} . Unknown environment
6: Ot = ∅ . No known objects
7: St ← {Xt, Gt,Ot}
8: Λ→ [Λ0, . . . ,ΛN ] . Extract sequence of SDCs from Λ
9: cur sdc = 0 . Begin with the first SDC

10: repeat
11: t← t+ 1
12: . Update semantic map with sensor measurements zt
13: St ← perceive world(zt)
14: s← {t, x, St,Λcur sdc} . Update state
15: At = {path (x, v) ∈ Gt ∪ astop} × Ot . Compute the action set
16: a← π (s) . Choose a single action
17: xt ←Move(a)
18: if a == astop then
19: cur sdc← cur sdc + 1 . Move to next SDC
20: end if
21: until cur sdc > N
22: return
23: end procedure

(evolving) action set (see Figure 3.7). For example, if the robot were traveling down a

hallway, the action set would include a single frontier node further down the hallway.

When the robot reaches that node, another action would become available (traveling

a little bit further still). Additionally, since the action set still contains potential

actions in other areas of the environment (e.g., down a different hallway), the robot is

free to backtrack at any time and go into a different part of the environment. Lastly,

the policy must explicitly declare when the robot has finished following the direction

by calling the astop action. This action will complete the current SDC Λi, and move

to the next one (Λi+1) if it exists, or return.
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Figure 3.7: The policy chooses a single action to execute on the robot ( ). The
robot will then move to the endpoint of the action (in this case, towards the elevator).

Policy

The policy evaluates all actions a ∈ At available from a given state s, and chooses

the single action that minimizes the cost of the state-action pair in Equation (3.9).

We will defer a discussion on learning the cost function until Chapter 4.

The complete algorithm, described in Algorithm 1, shows the entire procedure for

following natural language directions through unknown environments. We initialize

the semantic map (Line 7) with an empty metric map, a topological graph containing

only the starting vertex v0, and no semantically labeled objects. We also extract a

sequence of Spatial Description Clauses from the command Λ (Line 8).

During execution, the robot perceives the world (Line 13). This updates the map

(as described above) by updating the metric map (with any free/occupied space), the

topological graph (with any new frontier nodes in free space and visited nodes), and

the set of semantically labeled objects (with any new object detections). Then the

algorithm enumerates the set of available actions, the policy evaluates the respective

cost of each action, and returns the minimum cost one (Line 16 corresponds to the

action shown in Figure 3.7). The robot executes this action to move to a new place

in the world, unless the policy selected the stop action. Throughout the procedure

the algorithm keeps track of the current SDC, and transitions when a stop action is

called until there are no more SDCs in the sequence.
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Summary

The policy described here is at the heart of our approach to following natural language

directions in unknown environments. It makes use of several important components

in natural language processing and semantic mapping, and ties them together in

a simple and elegant algorithm. The policy reasons about the world known so far

through a semantic map St, and enumerates a set of actions At representing the

various places the robot could go next. The policy updates its state as the robot gains

new information, representing the increasing knowledge about the world. Because

our map representation is quite flexible and reflects what most robots would already

be equipped with, we are able to reason about actions in complex unstructured

environments. The policy’s cost function is a weighted sum of features, and we will

now describe how the features of a state-action pair are computed.

3.4 Feature Representation

To evaluate the cost of action a from state s, the policy must compute a linear

combination of features of the state-action pair (Equation (3.10)). The features are

a vector of values that describe (numerically) the properties of each action, and

the goal of the policy is to map from those features pairs to a cost that relate how

well the given action follows the direction: a low cost for an action would mean the

action follows the direction well, a high cost would mean it does not. This feature

representation provides two key benefits:

• features relate the natural language command to the action under consideration,

and

• features enable the policy to generalize to new directions and even different

environments.

In this work, we use a combination of spatial and linguistic features, primarily adapted

from work by Tellex [157] and Kollar [72]. These features fall into several categories

that we will describe below. The inputs required to compute features are the geometry

of the path represented by the action, the object associated with the action, the SDC

fields for the current SDC, and the topological graph stored inside the semantic map.
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Figure 3.8: When computing features for an action, we only consider the shortest
path between the start and the action’s endpoint ( ). We do not consider the entire
trajectory history ( ), as this would result in features that are not meaningful with
respect to the given direction. In this example, they would not be representative of a
“right turn”.

It is important to note that for a given action a ∈ At, the policy computes features

for the shortest path between the start of the current SDC and the action’s endpoint.

This path does not take into account any previous (potentially backtracking) actions,

which ensures previous actions do not obscure the meaningful features of the action we

wish to evaluate. For example if the robot turns into the wrong hallway, backtracks,

and then finally takes the correct right turn (shown in Figure 3.8), we compute

features of the final right turn (without backtracking). Otherwise, features computed

over the entire history (including backtracking) would lose their meaning with respect

to the direction the policy is following. Though the extra distance is not desirable in

the long run, we are interested in features of the final complete path to the action’s

endpoint, without taking into account the backtracking when computing features. If

action features were computed over the entire action history (including backtracking)

the distribution of features for the same direction would be vastly different depending

on the history, which is undesirable.

Geometric features of the action

Geometric features are a function of the path and object geometry: they describe

the shape of the path, the geometry of the object, and the relationship between the
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two. These are useful to relate the action to the verb and spatial relation fields of the

Spatial Description Clause (in Section 3.1).

Some example features in this category are: the total angular change of the path

(this might be correlated with actions that turn or go straight), the area occupied

by the object, and the displacement of the path start and end with the landmark’s

center of mass (this might be correlated with actions that go towards or away from

the landmark).

Note that we compute all spatial features for any particular action, regardless of

the contents of the SDC fields (in other words, we do not select which features to

compute). Our learning algorithm will determine which features are important for

which terms. Additionally, the detected object’s label (name) is not used here: this

enables us to learn models for verbs that generalize across different object labels: a

path that turns right to an elevator will have similar geometric features to a path that

turns rights to the stairs. This enables us to decompose reasoning about the shape

of the action and the semantic label of the object in the world, without requiring

examples of directions with every combination of path and landmark (for instance,

turning right to every possible object). These features are a key part of grounding

the verb and spatial relation fields in the Spatial Description Clause: the policy can

learn a mapping from words to geometric features.

Linguistic features of the action

Linguistic features are a function of the object name and SDC landmark field, and

express a similarity metric between what the direction says and what the robot sees.

These are useful to describe the landmark field of the Spatial Description Clause, and

to generalize across synonyms or semantically similar references to the same object

(for example, “elevators” and “lift”), as well as objects that are likely to co-occur

near each other (for example, a refrigerator is likely to be in a kitchen). This ability

to reason about co-occurrences is especially important for robots, since perception

systems will never be able to detect every possible landmark, and some may be

very challenging (for example, detecting kitchens). However, by reasoning about the

context of objects that are likely to co-occur near each other, the robot can follow

directions that refer to undetectable objects by instead perceiving other objects in
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the environment.

We expand upon a system developed by Kollar [72] that utilizes WordNet [45, 101]

(a lexical database of English words) and a database of tagged images (extracted from

Flickr) to compare the label of objects in the world and the SDC’s landmark field.

The inputs are pairs of strings, and the output is a vector of real values indicating

how similar the two words are according to various metrics in these two systems.

These linguistic features enable the policy to reason about the similarity between the

landmark mentioned in the direction and objects in the world the robot can detect.

As such, these features are a key part of grounding the landmark field in the Spatial

Description Clause: as the policy considers all possible actions (with different objects,

see Figure 3.6), it can consider the similarity between the object used for the action

(Equation (3.11)) and the landmark described in the SDC.

Features of the stop action

Features for the stop action enable the policy to reason explicitly about the stop

action astop, which either transitions to the next SDC or exits the direction following

procedure. We first compute an indicator feature for whether or not the current

action is a stop action. Additionally, if the action is a stop action we compare the

geometric features of the action with the average geometric features of previously

observed paths for the same verb. For example, if the command is to “turn right,”

the policy will compare the geometric features of the stop action with the average

of previously observed paths for right turns. This effectively measures the distance

between features of the action under consideration and a canonical path, and enables

us to change the cost for actions depending on whether or not the path matches

the expected features for this action. In other words, we can measure how similar

the current action is to other actions (right turns, left turns, etc.) computed from a

corpus of complete paths. These features help ensure that the complete path under

the stop action is representative of the entire direction if the policy is stopping.

Combinations of features

Combinations of the above features enable us to reason about path shapes and

landmark names that occur at the same time. For example, we use the Cartesian
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product of the geometric and linguistic features to represent the combination of

the path shape and object label. This provides a more expressive feature space, by

reasoning about actions that match both the expected shape and the SDC’s landmark

(for example, turning right and seeing stairs) instead of either the shape or landmark

name.

3.5 Chapter Summary

In this chapter we have shown how to formulate the problem of following natural

language directions in unknown environments as one of decision making under

uncertainty. Under this formulation, a policy (π) makes a sequence of decisions

(actions) that follows a command, using its knowledge about the world so far. We

leverage prior work in Natural Language understanding to extract structure inherent

in spatial language directions and to model a direction as a sequence of semantically

annotated clauses. We also model the partially-known environment using a mixed

metric, topological, and semantic map (St) that contains a model of the free and

occupied space around the robot, and the location of places in the environment

the robot has either previously explored or that lie on the edge of explored space

(frontiers). The map also stores the set of all landmarks that the robot has previously

observed, so that the policy can reason about their geometry and semantic labels.

The policy state (s) consists of the map, the language command, and the current

position of the robot in the map.

As the robot moves in the environment, our approach incorporates new information

about the world to update the policy’s state. Given a particular state, we can then

compute the set of possible actions available to the robot. These actions encompass

exploration (to new parts of the environment), backtracking (to previously visited

parts of the environment), and declaring that the current clause is finished (when

the policy believes the robot has completed following the direction). After the policy

enumerates all possible actions, it commands the robot to execute the one with

the lowest cost. As the robot moves, it receives new observations that will provide

the policy with more information to make the next decision. The entire process

repeats until the policy calls the stop action, explicitly declaring that it has completed

following the direction.
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The policy makes use of a cost function (c) that is parameterized as a linear

combination of features of the state-action pair (φ (s, a)). These features are a

numerical (vector) representation of the action, and are used to relate the action and

command. This makes the cost function efficient to compute and learn. Learning the

policy will be the focus of the next chapter.
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Chapter 4

Imitation Learning in Unknown

Environments

Success is the ability to go from failure to

failure without losing your enthusiasm.

Winston Churchill

The previous chapter described our approach to following natural language direc-

tions through initially unknown environments. We leveraged several useful properties

of spatial language directions to break down the problem into understanding (and

following) a sequence of structured clauses that contain semantically annotated in-

formation about what the robot should do and see along the way. We introduced a

representation for partially-known environments that combines metric, topological,

and semantic map information. This in turn enables the policy to compute a set of

feasible actions available to the robot, namely, places the robot can go next. The

policy then evaluates the cost of each action, and commands the robot to execute

the minimum cost action. The cost function is parameterized as a linear combination

of features, several of which we described. In this chapter, we focus on learning the

weights w that are at the heart of the policy’s decision making.

We train the policy through imitation learning, using demonstrations of people

(henceforth referred to as experts) giving and following directions. More specifically, we

use inverse reinforcement learning to learn the cost function c the expert was possibly
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4. Imitation Learning in Unknown Environments

optimizing when providing demonstrations. Intuitively, the goal is to maximize the

agreements between our policy and the expert demonstrations, so that the policy

predicts the expert’s action out of all possible actions. We can treat this as an

iterative imitation learning problem, where the learning algorithm iteratively updates

the cost function by comparing the decisions made by the policy and the expert

demonstration.

The demonstrations consist of a natural language direction, its associated path,

and the landmarks used to follow that direction. Each direction in the training set

has an associated parsed Spatial Description Clause (SDC, Section 3.1) structure,

and the complete path is chunked so that each segment maps to the relevant SDC in

the direction. The landmark used for following each SDC is also annotated by the

user.

In this chapter, we first show in Section 4.1 how to formulate this learning problem

as multi-class online learning, and define the loss function that our learning algorithm

will optimize to maximize agreements between the policy and the demonstrations. In

Section 4.2 we further explore learning in unknown environments, so that the policy

reasons about uncertainty. We then discuss in Section 4.3 an application of a novel

imitation learning framework to our problem that will enable the policy to learn to

recover from mistakes by training on states that include failures. In Section 4.4 we

then show how to use the demonstration data to compute a demonstration policy

given a path. Finally, we demonstrate in Section 4.5 this approach on a corpus of

natural language directions through a floor of MIT’s Stata center.

4.1 Formulation as Online Learning

We treat action prediction as a multi-class classification problem, where we want

the policy to predict the expert’s action out of all actions available from a given

state. Given traces of people following directions, we learn the policy for single-SDC

segments. We assume that the expert’s policy π∗ minimizes the unknown immediate

cost C (s, a∗) of performing action a∗ from state s:

a∗ = π∗ (s) := argmin
a∈At

C (s, a) . (4.1)
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Since we do not directly observe the true costs of the expert’s policy, we must instead

minimize a surrogate loss function that will penalize disagreements between the

chosen action π (s) and the expert’s demonstrated action π∗ (s) over all examples:

` (s, π∗, π) ∝
∑

examples

π (s) 6= π∗ (s) . (4.2)

Intuitively, if our policy π always agrees with the expert’s policy π∗ for any state s,

then the policy will follow the direction correctly.

The policy selects an action that is different from the expert’s action (a 6= a∗) if

and only if the cost of that action (wTφ (s, a)) is lower than the cost of the expert’s

action (wTφ (s, a∗)). This enables us to treat direction following as a multi-class

structured prediction problem, and penalize disagreements between our policy and

the expert’s using the multi-class hinge loss [34]:

` (s, a∗, w) = max

(
0, 1 + wTφ (s, a∗)−min

a6=a∗

[
wTφ (s, a)

])
. (4.3)

Intuitively, the loss in Equation 4.3 is zero when the cost of the expert’s action is

lower than the cost of all other actions by a margin of one. If the cost of the expert’s

action is more than the cost of another action (again by a margin), the loss is positive

and follows the well-known multiclass SVM loss. This loss can be rewritten as:

` (s, a∗, w) = wTφ (s, a∗)−min
a

[
wTφ (s, a)− lsa

]
, (4.4)

where the margin lsa = 0 if a = a∗ and 1 otherwise. This loss augmentation term

ensures that the expert’s action is better than all other actions by a margin [121].

Adding a regularization term λ to (4.4) yields our complete optimization loss:

` (s, a∗, w) =
λ

2
‖w‖2 + wTφ (s, a∗)−min

a∈At

[
wTφ (s, a)− lsa

]
. (4.5)

Although this loss function is convex, it is not differentiable. However, we can optimize

it efficiently by computing the subgradient of Equation 4.5 and computing action
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predictions for the loss-augmented policy [121]:

∂`

∂w
= λw + φ (s, a∗)− φ (s, a′) , (4.6)

where a′ is the best loss-augmented action from state s:

a′ = argmin
a∈At

[
wTφ (s, a)− lsa

]
. (4.7)

The subgradient leads to the following update rule for w:

wt+1 ← wt − αt
∂`

∂wt
, (4.8)

with a learning rate αt ∼ O (1/t). We repeat this update for T time steps, or until

the weights converge.

Intuitively, the update rule decreases the cost associated with features of the

expert’s action a∗, and increases the cost associated with features of the predicted

action a′. If the expert action matches the policy’s, the gradient will be zero and the

policy weights will not change (ignoring regularization), as we desire.

4.2 Training in Unknown Environments

Our aim is to have a policy that reasons about the uncertainty inherent in partially-

known environments. As we discussed in Chapter 2, some prior approaches train

a model on a full world map and then attempt to apply it to a partial world map.

Our approach instead trains the policy directly in unknown environments, and treats

learning as several iterations of applying the policy to the training data and then

updating the policy based on the expert demonstrations.

To do this, we embed the policy solver (Algorithm 1) within the learning process,

so that the policy must reason about the same constraints during training and testing.

This ensures the feature distributions at training and testing time are similar: the

topological graphs (and thus the action set) are similar, the available landmarks

obey the same constraints, and more generally the state distributions induced during

training and testing time are close to each other.
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Furthermore, as we will show next, training the policy in unknown environments

means it will make mistakes and end up in states not visited by the expert, and we

will be able to provide demonstrations on how to recover from these errors.

4.3 Learning to Recover from Mistakes

In a traditional supervised imitation learning setting, the learning algorithm would

optimize the loss in Equation (4.5) over all states provided in the demonstration

(i.e. the states visited by the expert). However, Ross and Bagnell [126] showed that

this may lead to poor performance at test time due to a mismatch between the

distribution of states encountered by the policy at training time and the distribution

of states induced by the policy at test time. Because the learned policy’s predictions

affect future states and observations, states encountered at test time may be vastly

different from states encountered during training. To give a concrete example in

our setting, a small mistake (going through an incorrect door) leads to a completely

different distribution of states than the demonstrations (a different room/hallway with

different landmarks). Since the policy has not seen states like these during training, it

cannot decide how to recover. This causes small errors to compound, and even a small

mistake (the wrong turn) can result in arbitrarily bad performance in our setting

(being in the wrong part of the map). In essence, since the demonstrations only

contain successful examples, the learning process never receives any demonstrations

of errors that are likely to happen while the robot is following directions.

To learn to recover from mistakes, we must include demonstrations of making

errors and how to recover. Since the demonstrations do not include examples of

making mistakes, we collect training data from traces of the current learned policy

(instead of traces of the expert’s policy). We then minimize the loss in Equation (4.5)

over that training data, and iterate. This powerful idea was first introduced by Ross

et al. [129] in a meta-algorithm called DAgger. The intuition is that the learned

policy will make mistakes that we can observe (the error), and the expert’s policy

will provide the correct demonstrated actions (the error recovery). As the learning

algorithm iterates, it will build up demonstration of all inputs the policy is likely to

observe during execution, as shown in Algorithm 2.

This approach learns a policy that does well on the distribution of states induced
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Algorithm 2 Dataset Aggregation for learning a policy to follow directions over N
iterations. Each iteration applies the current policy to the all training directions
Ztrain using Follow Dir (Algorithm 1).

1: procedure Train Policy(Ztrain, N)
2: Initialize π to any policy in Π parameterized by w
3: for t = 1 to N do
4: Generate a trajectory of state-action pairs D = {s, π (s)} by applying

the current policy to all directions in the training set.
5: Compute the expert’s actions (a∗ = π∗ (s)) for all states in D.
6: Minimize ` (s, a∗, w) over all accumulated examples by computing ∂`/∂w.
7: Update policy according to Equation (4.8).
8: end for
9: return π

10: end procedure

by the learned policy, instead of only the distribution of states visited by the expert.

In the context of following natural language directions, we use the current policy to

collect a set of training state-action pairs (by following each direction in the training

set), and then compute what the expert’s demonstrated actions a∗ would have been

for those visited states. We compute the loss for those examples, update the policy

according to Equation (4.8), and continue iterating until the policy converges. We

illustrate this iterative learning process in Figure 4.1. At each iteration the policy

improves its ability to follow directions by increasing the cost of incorrect actions and

decreasing the cost of the demonstrated actions. Since the state-action trajectory D

is generated by the current policy, it may include states the expert did not visit. To

compute the demonstrated action for any state, we will need a way to compute the

expert’s policy from the demonstration paths.

4.4 Computing the Expert’s Policy

To learn a policy that can recover from mistakes, DAgger requires the ability to

evaluate π (s) and π∗ (s) for any state s. The current policy is easy to evaluate for

any possible state, by simply enumerating the possible actions from that state and

computing costs (see Equation (3.9)). However, since the demonstration data consists

of paths, we only have demonstrated actions for states along each path. Learning
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Current policy
πt

Expert policy
π∗

Visited trajectory:
D = {s, π (s)}

Minimize loss:∑
D ` (s, a∗, w)

Directions:
Language,

Starting

pose

Expert actions
π∗ (s) ∀s ∈ D

Weight update: ∂`/∂w

Figure 4.1: Iterative imitation learning formulation: To learn the policy π, we follow
a direction to generate trajectories of visited state-action pairs. We then use the
expert policy π∗ to compute the demonstrated actions for the visited states, minimize
the loss function that penalizes disagreements, and update the policy weights.

the policy using Algorithm 2 requires the ability to evaluate π∗ (s) for any state, not

just the states along the demonstration path. While we do not need access to the

expert’s cost function, we do need knowledge of which action the expert would select

from any given state (i.e., the choice the expert’s policy would make). In principle,

this means that training a policy with DAgger would require access to the expert

during the entire procedure, to query what the action should be if the policy visits a

state not along the demonstration path. Since this would be very time-consuming,

we instead make the assumption that a person following directions would realize

when they become lost, backtrack, and continue with the correct action sequence. By

keeping track of the point of divergence between our policy and the expert’s path,

we can determine which actions do not match the expert’s and what the expert’s

action should be. We illustrate this process in Figure 4.2, where our approach uses

the complete expert’s path to extract the expert’s decisions.

This enables the learning algorithm to extract the expert’s action from any given

state visited by the current policy, even if the expert did not visit that state. This

approach allows us to compute the expert’s demonstrated action for any state visited

by the policy, even if that state was not visited by the expert. Because we can

compute the correct action the policy should have taken if it makes a mistake at

training time, the policy can then learn how to recover from mistakes by including

training examples that show failures (and how to recover from them). For example, in
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(a) The complete demonstrated path for the direction (in
a fully-known environment), with the start location
for the policy. The expert’s policy is derived from
this complete trajectory.

Legend

Action π (s):

Demonstration π∗ (s):

Frontier node:

(b) The following diagrams will show
the learned policy’s actions and
the expert’s demonstrated ac-
tions.

Robot

(c) First action: the computed
and demonstrated actions
match.

S
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(d) Second action: the policy turns
right too early, whereas the
demonstrated action (from the ex-
pert) is to keep going straight.

Figure 4.2: Figure continues on next page.
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(e) The robot is now in a state never visited by the expert (near
the stairs). The expert would have backtracked, so the
demonstrated action is unchanged from 4.2d. The policy’s
chosen action now also matches the expert’s action.
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(f) After the robot backtracks, both the robot and expert
policies choose to turn right.

Figure 4.2: Sequence of computed ( ) and demonstrated ( ) actions, to illustrate
how we generate training examples for DAgger. The full expert path turns right
at the elevator, shown in 4.2a. In most cases computing the expert’s policy is
straightforward given the complete path (figs. 4.2c and 4.2d). When the policy does
visit a state not seen by the expert, we can compute the expert’s demonstrated action
by keeping track of the divergence point (e.g., going straight in 4.2e). This approach
provides more training data (by including failures) and enables the policy to learn
how to recover from errors.
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Figure 4.2, we store all the decisions as training examples, including the cases where

the policy made a mistake by turning right too early (along with the demonstration

of the correct action from that state). If we had trained our policy using only the

states visited by the expert (in the traditional supervised imitation learning setting),

we would have no examples of what to do when the policy takes us to a place not

seen before, and much less training data overall. We now present results showing

that imitation learning can be used to learn policies that can recover from errors.

Figure 4.3: Map of Stata Center at MIT.
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4.5 Results on a Corpus of Indoor Directions

We now apply our approach on natural language directions through one floor of an

indoor building on MIT’s campus (shown in Figure 4.3). Before describing our results

of evaluating a learned policy through this unknown environment, we will first provide

some details on the environment and corpus of directions used for these results. We

will then present quantitative and qualitative results of applying our approach to the

problem of following natural language directions through an unknown environment.

4.5.1 Methods

To better evaluate the performance of our approach of using imitation learning to

learn to follow directions, in this section of results we abstract away the online map

building and perception and focus on evaluating the learned policies in isolation.

We will show end-to-end results on robot platforms that integrate online mapping

and perception in Chapters 7 and 8. For these results we use a full semantic map

that we incrementally “reveal” to a simulated robot as it travels in the environment.

Although this model is a simplification of reality, it is still realistic under our scope

assumption made in Chapter 1: the simulated sensor must still obey line of sight

and sensing range constraints (computed using the metric map), and the simulated

robot still uses a partial topological graph consisting of visited and frontier nodes.

For this environment, we use a map of MIT’s Stata center collected by Kollar [72].

This map consists of an occupancy grid, a topological graph of the corridors and

rooms, and 211 semantically annotated objects (labels and geometry). Our simulator

incrementally builds up a partial map that becomes available to the policy as the

simulated robot travels through the environment. Another benefit of training in a

simulated environment (while observing all physical constraints) is that we can train

and evaluate the policy quickly; running multiple iterations of our imitation learning

approach on a real robot would be time consuming.

The corpus of directions used for the results in this section are 40 multi-SDC

directions that travel large distances through the map. We generated this corpus

with the goal of remaining close to the corpus of directions collected by Kollar [72],

while being able to focus on simpler directions free from hierarchical clauses or other
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complex linguistic structure. See Appendix A.1 for more details on the individual

directions and aggregate statistics for the entire corpus. Each direction in the corpus

consists of multiple SDCs, and include multiple verbs (“turn right,” “turn left,” “go,”

etc.), spatial relations (“towards,” “past,” “through”), and refer to a variety of

landmarks. Some of the individual steps do not refer to a landmark (e.g., “Turn

right.”). In many cases, the landmark referenced in the direction may not have the

same name as the object in the environment: for example a “sofa” or “seat” in

the directions may refer to a “couch” in the environment. While these directions

are somewhat simplistic, a person following these directions in an environment they

have never been in before would almost certainly reach the correct destination. We

will discuss possibilities for dealing with complicated directions in our future work

(Chapter 9).

We will show results of our approach by training the policy on a subset of the

directions, and testing on the rest. We split the data into a training and testing set

using two regimes: fixed and random. In the fixed regime, we split the corpus of

directions based on where each direction begins in the map: the training set consists

of all directions starting to the left of a given coordinate, and the testing set consists

of the rest of the directions (those starting to the right of that coordinate). We

selected the split point such that we have 20 training and 20 testing directions. In

the random regime, we randomly sample (without replacement) 20 training directions

and 20 test directions.

Training

At each iteration of the learning process (see Algorithm 2), we apply the current policy

to all directions in the training set. Each direction consists of a natural language

command parsed into a sequence of Spatial Description Clauses (SDCs) and the

complete ground truth path for the direction. Beginning at the starting pose in the

path, the policy then follows the direction using Algorithm 1, taking a sequence of

actions it believes best agree with the natural language command (under the current

cost function). This results in a sequence of state-action pairs visited by the current

iteration of the policy (not necessarily only states visited by the expert). As described

in Section 4.4 and Figure 4.1, the algorithm then computes the expert’s action
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for each state visited by the policy, then updates the weight vector by computing

the subgradient of the loss function (effectively penalizing disagreements between

the expert policy and the robot policy at the current iteration). This provides the

necessary policy update, and we iterate this process.

During training we solve individual SDCs independently (beginning from their

respective starting poses) instead of the entire sequence of SDCs in the direction. This

is primarily for efficiency: it ensures we receive sufficient training data for all SDCs

in the direction (especially the later SDCs). Training on complete directions would

mean the policy must learn to follow each SDC correctly before it can get training

data for the next SDC: a mistake early in the direction would result in no training

data for SDCs later in the direction. This would require more learning iterations for

the policy to converge on the entire training data. We have furthermore parallelized

the training process so that the learning algorithm can solve each direction on a

separate processor. The total training time for all training directions is a few minutes.

A benefit of our approach is the relatively small number of tuning parameters

required, all of which are in the learning process. For the results that follow, we

used N = 16 iterations of DAgger, and a learning rate for the weight update rule

Equation (4.8) that decreases with:

αt = t−γ, (4.9)

for γ = 0.9. We also used a regularization parameter λ = 1× 10−4. We determined

these values using cross validation, but did not find large differences across variations

of these.

Testing

We evaluate the learned policy by using it to solve all directions in the testing set.

Each direction again consists of a sequence of SDCs, but only the start pose for the

robot is given (position and heading) instead of the full path. The policy once again

follows each natural language direction using Algorithm 1, resulting in a sequence of

state-action pairs for each test direction. In this case, we solve the entire sequence

of SDCs starting from the beginning: when the policy selects the stop action it

transitions to the next SDC in the sequence and begins solving it from the current
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pose. When the policy selects the stop action on the final SDC it has completed

following the direction, and we take that final pose as the ending location for the

entire direction. Note that both the training and testing phases are applying the

policy in essentially the same fashion (other than loss-augmentation and access to

the full ground truth path during training). Training and testing are very similar:

the learning phase can be thought of as iteratively testing (i.e. solving) the policy,

where the weights change at each iteration.

Our main performance metric is the mean ending distance error from the true

destination (averaged across all held out directions). In other words, we compute

the distance between where the policy ended the direction (declared stop on the

final SDC) and where the ground truth path ended. A smaller average error means

the policy followed the directions more accurately. Additionally, we will compute a

success rate over all held out directions, using different ending distance threshold

(for example, 5 m). This means a direction is considered successful if the ending

distance is less than the threshold. This additional success metric enables us to

measure both aggregate results while being robust to outliers. For example, one

direction could have a large error and increase the average ending error significantly,

but the success rate will only reflect that one direction was incorrect.

4.5.2 Quantitative Results

We now present quantitative results over all held out directions, beginning with

overall results on the entire corpus in the fixed regime. We also perform a feature

ablation on the same set of directions to identify the most important components

in our approach. Lastly, we perform extensive cross-validation experiments in the

random regime.

Overall Results

In the fixed regime (training and testing on a fixed set of directions), our learned policy

is able to follow 85 % of the directions successfully, with an average ending error (over

all directions) of 2.63 m. The results on the same dataset for other configurations,

shown in Table 4.1, indicate that our complete trained policy performs significantly

better than the supervised learning approach (training only on those states present in

72



4. Imitation Learning in Unknown Environments

Table 4.1: Validation results on held out set of directions.

Configuration Mean error (m) Success rate (%)*

Complete trained policy 2.63 85

Supervised learning† 7.12 75

Full semantic map 9.53 60

Random destination‡ 32.43 6
∗ Percentage of directions that finish within 5 m of the destination.
† Training only on states visited by the expert demonstrations.
‡ Expected results for a random vertex (assuming complete graph knowledge).

the demonstrated paths), both in terms of mean ending error and success rate. This

is because our policy has learned to recover from errors (we will show one instance of

this behavior in Section 4.5.3).

Interestingly, giving the policy access to the complete map decreased the perfor-

mance, compared to our approach. We believe this is because the policy still has to

make a sequence of valid actions (i.e. take small steps towards the goal), but could

use objects anywhere in the map (that would otherwise be invisible). In some sense,

real-life visibility constraints help the policy make a better sequence of decisions by

obscuring distant objects. It is likely that a planning-based approach (one that could

optimize a complete path) would perform better than our policy-based approach

when the complete map is available. No surprisingly, selecting a random destination

in the graph has high error and low success rate (computed in expectation over the

set of testing directions).

Ablating features

To evaluate the importance of the various categories of features described in Section 3.4,

we compared the full feature set with various ablations. To do this, we turned off a

single group of features and then re-trained the policy over the same fixed regime

(using the same training and testing directions across trials). Note that only a single

feature category is removed at once (all other features are intact) per trial. The results

for these ablation experiments, shown in Table 4.2 and Figure 4.4, demonstrate that
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all components of the feature representation contribute significantly to our approach’s

performance as turning off any single one results in decreased performance.

The most dramatic performance drop occurs if we remove the geometric features.

This is not surprising since to understand the command, the policy must reason

about the shape of paths, the geometry of objects, and the relationship between the

two. Removing semantic similarity (linguistic) features does decrease performance

according to both metrics. This demonstrates the usefulness of being able to reason

about synonyms (e.g., sofa and couch) or objects that co-occur (e.g., kitchen and

microwave). Lastly, the performance without feature combinations of these geometric

and linguistic features shows that it is important for the policy to reason about

geometry and semantics together.

These results also indicate that computing stop action features is a very important

part of our approach. Without these features, the policy cannot reason explicitly

about the last action for each SDC, or compare the final action with a canonical

representation of the expected path. Without these features, performance decreases

significantly compared to the complete trained policy. This demonstrates that

reasoning about (and learning) when to stop is challenging yet necessary, and that

the stop action features are an important component that is integral to the success of

our approach.

We also removed some of the words available to the policy to evaluate the im-

portance of reasoning about different commands. Removing either verbs or spatial

relationships decreased performance, indicating that reasoning about both the com-

manded action (e.g., “turn left”) and the relationship to the landmark (e.g., “towards”)

is important. Removing all verbs and spatial relations also resulted in decreased

performance.

Cross-Validation Results

In addition to these fixed-regime results (using the same test train and test directions

across all experiments), we evaluated our approach in the random regime: sampling

a new set of training and testing directions for each trial. By re-training the policy

at each trial, we can get a more detailed representation of the performance of our

approach over many randomly-sampled sets of directions. This provides a more
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Table 4.2: Effect of feature ablations on same validation set.

Configuration Mean error (m) Success rate (%)*

Full policy 2.63 85

No semantic similarity features 7.49 60

No geometric features 20.21 10

No feature combinations 5.71 65

No stop action features 9.63 40

No verbs 6.96 65

No spatial relations 7.50 70

No verbs or spatial relations 9.21 60
∗ Percentage of directions that finish within 5 m of the destination.
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Figure 4.4: Success rate curves for different system ablations. The complete trained
policy achieves the highest success rate for all possible distance thresholds.
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Figure 4.5: Histogram of mean ending distance error for the test directions, across
200 cross-validation trials. Lower error is better.

complete view of how well our approach deals with recovering from errors, handling

various landmarks, and different parts of the environment.

The cross-validation results we present are over 200 trials of the random regime.

We learn a policy on the training set, then evaluate it on the testing set according to

the same metrics presented above. The histogram of mean ending distances (averaged

per trial), shown in Figure 4.5, demonstrate that we are able to learn successful

policies with a low average ending distance error (the distance between the policy’s

final action and the ground truth destination). Similarly, the average success rate

(again, averaged across all test directions in each trial) in Figure 4.6 show that the

learned policy is successful on a majority of the directions for most success thresholds.

At a 5 m threshold, the trained policy averaged 78 % across all test directions in all

trials, and this increases to 85 % at a 10 m threshold.

These results indicate that we are able to successfully learn a policy that follows

natural language directions through unknown environments using only a relatively

small number of directions (approximately half of the directions in the corpus). The

learned policy is able to generalize to new directions, can reason about landmarks it

has never observed, and is able to recover from mistakes. We next present qualitative

results of applying our approach to directions through unknown environments.
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Figure 4.6: Success rate for all distance thresholds, averaged over 100 cross-validation
trials. This plot shows the mean and standard deviation for the success rate. Higher
success rate is better.

4.5.3 Qualitative Results

In addition to the aggregate results presented above, it is useful to consider individual

directions and inspect (qualitatively) the policy, both during and after training. We

now present a detailed sequence of actions for a single validation direction, and show

the evolution of the policy during learning over two directions in the training set.

Detailed validation of a single direction

Qualitatively, the learned policy is able to make a complex sequence of decisions that

follows the held out natural language direction shown in Figure 4.7. This direction

has three SDCs and refers to various landmarks, one of which (“couch”) is in the

map with a different label (“sofa”). The learned policy begins by exploring the

environment until it discovers the correct landmark (in other words the initial actions

used no landmark). Although the policy makes a mistake, our approach to learning

to recover from mistakes enables it to realize this when it reaches the end of the hall,

and recover by backtracking to the correct corridor. Finally, the policy makes use of

the stop action to declare when it is finished with the current clause and transitions to
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(a) Starting at the blue square, the policy first
goes straight and explores to find a white-
board.

Whiteboard

(b) The policy finds the whiteboard, but makes
a wrong turn. Here, it realizes it made a
mistake since there is no right turn available.

(c) Because it was trained to recover from mis-
takes, the policy backtracks to the correct
hallway. After a few more actions it calls
the stop action and moves to the next SDC.

Water
Fountain

(d) Following the second SDC: the robot per-
ceives a water fountain, and the policy de-
cides to go towards it.

(e) The policy perceives a second water fountain
in the environment. After reaching this ob-
ject, the policy considers the current SDC
to be complete, calls the stop actions, and
transitions to the third SDC.

Sofa

(f) The policy associates a sofa in the environ-
ment with the “couch” in the direction. After
reaching it the policy once again calls the
stop action, and is now done following the
directions since there are no more SDCs.

Figure 4.7: Sequence of decisions for following the direction “turn right to the
whiteboard, go past the water fountain, go to the couch.” We color-code the actions
and landmarks associated with each SDC, and show in black the previously visited
nodes in the topological graph. Due to lack of space we only show selected decision
points.
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Figure 4.8: Distance loss (mean and standard deviation) for each iteration of DAgger,
computed over the same held out dataset.

the second SDC in the sequence. The policy continues with this SDC, then transitions

to the final SDC. When the policy selects the stop action, it is finished following the

direction. In this particular direction, the ending distance was 0 m for the final SDC,

thus we consider the policy successful.

Evolution of the policy during learning

We first show the evolution of the policy during the learning process by measuring the

error of the policy at that iteration, on the testing set of directions. In other words

we are interested in the policy’s best guess at each iteration of the learning process

compared to the correct destination. In Figure 4.8 we see that the average ending

error over the entire testing set is initially large, and decreases significantly in the

first few iterations as the policy learns to understand the groundings for the different

actions and landmarks in its training set. By iteration 10, the learning algorithm

converges to a stable solution.

More qualitatively, we can observe the resulting paths of individual directions in

the training set as it evolves over learning iterations. In Figure 4.9 we show the final

action for the policy at multiple iterations, and see that the policy slowly learns the

meaning of the word “past.” At the second iteration the policy stops too early, but
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Stairs

(a) Demonstrated full path in orange, with
stairs highlighted in yellow.

Toilet

(b) Demonstrated full path in orange, with
toilet highlighted in yellow.

(c) Policy at iteration 2 (π2) (d) Policy at iteration 2

(e) Policy at iteration 6 (π6) (f) Policy at iteration 6

(g) Policy at iteration 10 (π10) (h) Policy at iteration 10

Figure 4.9: Evolution of policy (during training) over several iterations. The directions
are “Go past the stairs” (left) and “Go past the bathroom” (right). We show the full
demonstrated paths in 4.9a and 4.9b, starting at the square. The paths in 4.9c - 4.9h
are the final actions resulting from their respective policies at the given iteration in
the learning process, and show the object used by the policy (if any) in yellow. We can
see how DAgger progressively learns the meaning of the spatial relationship “past”
and landmark groundings, including associating the toilet present in the environment
with the bathroom mentioned in the direction.

80



4. Imitation Learning in Unknown Environments

after more training examples it goes towards the landmark. The learning algorithm

continues to provide corrective demonstrations, and the policy eventually successfully

learns the meaning of the word “past” by the tenth iteration.

4.6 Chapter Summary

In this chapter, we discussed how to train the policy π by learning the cost function

weights w from demonstrations of people giving and following directions. The

demonstrations consist of natural language directions, and their associated paths and

landmarks. From these data, we formulated an online learning problem that attempts

to minimize the number of disagreements between the expert’s demonstration and

the current policy, using a maximum margin approach. We used this formulation

as the inner loop of the DAgger meta-algorithm, and at each iteration of the

learning process compare all state-action pairs generated by the current policy’s

decisions against those the expert would have taken. We showed how to obtain

training examples of the expert’s demonstrated action for states not visited by the

expert. This iterative learning process is simple, elegant, and most importantly

fast. Using quantitative and qualitative results, we demonstrated that the learning

method produces policies that can follow natural language directions through unknown

environments and recover from mistakes.
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Chapter 5

Inferring Maps and Behaviors

from Natural Language

What is best in music is not

to be found in the notes.

Gustav Mahler

Our approach so far has only considered the user’s natural language command as

a specification of a task, i.e., what the robot should do. In our problem of following

directions, the user is commanding the robot to go somewhere in an unknown

environment. Moreover, the natural language command may also provide information

about the world in which the robot operates. For example, consider the command

“go to the kitchen down the hallway” (Figure 5.1). If the robot can make use of the

language constraints once it detects the hallway (namely, the fact that the kitchen is

down the hallway), it can take more effective actions towards the kitchen (using the

hallway) instead of relying on blind exploration to find the kitchen directly. When

presented with these types of commands, a robot should reason about the approximate

location of the landmarks in the world, using both information provided by its sensors

and information contained in the language. As we will show, building a model of the

environment from natural language descriptions will improve the robot’s performance

when following directions in unstructured unknown environments.

In this chapter, we propose a novel view of language as a sensor. We build
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5. Inferring Maps and Behaviors from Natural Language

“Go past the kitchen
down the hall and
then take a right.”

Figure 5.1: One possible natural language command for an autonomous wheelchair.
Since the user may be able to see beyond the robot’s perception range, they may be
able to communicate information about the world and the desired task through a
single natural language command.

upon the work of Chapter 3 where the robot builds a partial map of the world

using its traditional sensors (such as cameras and LIDAR), and enable the robot

to “fill in” the unknown parts beyond its sensor range with information implicit in

the instruction. To accomplish this, we first extract annotations from the user’s

natural language command. These annotations are essentially facts about the world,

inferred from language. We then learn a distribution over possible maps from these

annotations, hypothesizing the locations of landmarks. For instance, in the example

above, the robot would infer the location of the kitchen based on its knowledge of

the hallway. The policy can then use this prior information to make more informed

decisions about where to go next, given the current distribution of maps. As in prior

chapters, the robot updates its internal representation of the world as it travels in the

environment and receives new metric observations (such as the location of perceived

landmarks). The robot continues to execute actions until the policy explicitly declares

it has completed the command. By reasoning and planning in the space of beliefs

over object locations and groundings the policy can reason about parts of the world

that are not initially observed, which enables the robot to follow natural language

directions through unknown environments with improved performance.

This chapter details our approach to inferring a distribution of maps that accounts

for the robot’s sensor measurements as well as the information implicitly contained

in the language, and then inferring what the resulting constraints on the robot’s
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behavior should be in this distribution. We begin with an overview of this approach

in Section 5.1, where we factor the problem into three coupled problems: annotation

inference, map inference, and behavior constraint inference. Section 5.2 then details

the natural language understanding component that uses graphical models to convert

free-form natural language into annotations (facts about the world) and behavior

constraints (what the robot should do). The annotations are analogous to sensor

measurements, except they are generated from the language command. We use these

annotations (as well as any sensor observations) in a semantic mapping framework

that we describe in Section 5.3 to infer a distribution of maps.

The work presented in this chapter is a collaboration with Sachithra Hemachandra,

Thomas Howard, and Matthew Walter, and is drawn from two previous publications:

Duvallet et al. [42] and Hemachandra et al. [57]. We present a summary of the entire

approach as a service to the reader of this dissertation. In this chapter we will only

discuss using language to generate a distribution of maps and constraints on the

robot’s behavior that are sent to the policy. We will detail in Chapter 6 how the

policy makes use of this information to generate action sequences, and how to learn a

belief space policy using imitation learning.

5.1 Overview

In this chapter we formulate the problem of following natural language directions as

one of inferring the robot’s future trajectory xt+1:T that is most likely for the given

direction Λ:

argmax
xt+1:T ∈<n

p
(
xt+1:T |Λ, zt, ut

)
, (5.1)

where zt and ut are the respective histories of sensor observations and odometry

data. When a full map of the environment is available, this problem is solved by

conditioning the distribution over the known world model. Without any a priori

knowledge of the environment, we treat this world model as a latent variable St, and

then interpret the natural language command in terms of the latent world model,

resulting in a distribution over behaviors βt. We then solve the inference problem in
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Equation (5.1) by marginalizing over the latent world model and behaviors:

argmax
xt+1:T ∈<n

∫
βt

∫
St

p(xt+1:T |βt, St,Λ) · p(βt|St,Λ) · p(St|Λ) dSt dβt, (5.2)

where we now omit the measurement and odometry histories (zt and ut) for conciseness.

Reasoning over the entire space of semantic maps and behaviors would be intractable,

so we instead approximate Equation (5.2) by representing the latent map and behavior

variables as discrete samples from the distribution in a particle filtering framework:

argmax
xt+1:T ∈<n

∑
β
(i)
t

∑
S
(i)
t

p(xt+1:T |β(i)
t , S

(i)
t ,Λ) · p(β(i)

t |S
(i)
t ,Λ) · p(S(i)

t |Λ). (5.3)

Each map sample S
(i)
t represents one possible environment hypothesis, and each

behavior sample β
(i)
t is a set of action constraints within that map.

By structuring the problem in this way, we are able to treat following natural

language directions as three coupled learning problems (visualized using the scenario in

Figure 5.2). First, we infer a distribution over possible environments from the natural

language command (p(St|Λ) term above). As part of this, we extract annotations αt

from the command, representing our knowledge of the environment inferred from the

language (Figure 5.2a). For instance, we may infer the existence of landmarks and

their relative location to each other from the command. We treat these annotations

as observations in a semantic mapping framework (along with data from the robot’s

sensors) to infer a distribution of possible maps (Figure 5.2b). Second, conditioned

on the inferred world models we infer a distribution over behaviors (p(βt|St,Λ) term

above). A behavior in this distribution is a set of action constraints, representing the

intent of the command. Third, we use a learned belief space policy to sequentially

solve for the actions that are consistent with the natural language command and

the distributions of behaviors and maps (p(xt+1:T |βt, St,Λ) term in Equation (5.2),

Figure 5.2c). As in our prior approach, the robot executes one action and updates the

world model distribution based on new commands or sensor observations. The policy

continues to make a sequence of decisions (actions) until it explicitly declares that

the robot is done following the direction (Figure 5.2d). Table 5.1 lists the additional

symbols used in this chapter.
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“go to the hydrant behind the cone”

detected cone

@I

Utterance

∃ ocone ∈ O
∃ ohydrant ∈ O
∃ rback

(
ocone, ohydrant

)
∈ R

Annotations

(a) The robot receives a verbal instruction from
the operator and extracts annotations.

@I hydrant
samples

(b) The robot then infers a map distribution from
the utterance and prior observations.

action
@I

(c) It takes an action (green) using the map and
behavior distributions.

actual hydrant pose

@R

(d) This process repeats as the robot acquires
new observations, refining its belief.

Figure 5.2: Visualization of one run for the command “go to the hydrant behind the
cone,” showing the evolution of our beliefs (the possible locations of the hydrant).
The robot begins with the cone in its field of view, but does not know the hydrant’s
location.

Table 5.1: Symbol definitions for map and behavior inference.

α annotation set of objects, regions, and relationships

β behavior desired action and constraints

S map distribution of possible environment models
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In order to better represent the space of possible commands (and the additional

navigational information conveyed by the user), we introduce an extended version of

the Spatial Description Clause from Section 3.1. This extended structure contains

two additional fields:

• Navigation Landmark: a landmark name that (once seen) will provide navigation

information.

• Navigation Relation: the geometric relationship between the goal and the

navigation landmark.

These additional fields represent the information about the world contained in the

command by constraining the location of the goal landmark with respect to a

navigation landmark. For example, in Table 5.2 we show one sample command

with implicit information (the kitchen is down the hall), and its decomposition into

a sequence of Extended Spatial Description Clauses. The additional navigation

information (“down the hall”) provides more information about where the kitchen

is, or can help resolve ambiguity if there are multiple matching landmarks. After an

overview of the system architecture, Section 5.2 will focus on the natural language

understanding module that converts the unstructured natural language direction to a

set of annotations and behaviors.

System Architecture

The framework for the semantic map inference and learned belief space policy run-

ning on the robot is illustrated in Figure 5.3. As described above, the inputs are

the natural language command and the robot’s sensor observations. The Natural

Language Understanding (NLU) module extracts annotations from the command:

these represent the information about the environment conveyed in the language (for

example, the existence of landmarks and their spatial relation to others in the world).

The Semantic Mapping component then infers the possible world models efficiently

by storing them as samples of maps from the distribution of possible environments.

Each map in the distribution contains the location of landmarks, inferred from both

sensor measurements (accurate) and the annotations (uncertain). Each map has an

associated likelihood that changes over time, representing how well the map agrees

with the robot’s sensor observations as it moves and discovers new parts of the
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Table 5.2: Extended Spatial Description Clauses for the command “Go past
the kitchen that is down the hall and then turn right towards the doors.”
Each semantically annotated clause contains additional information about
the relationships between the goal landmark and other landmarks in the
world.

Λ0 Λ1

Verb go turn right

Landmark kitchen doors

Spatial Relation past towards

Navigation Landmark hall

Navigation Relation down

NLU

annotation inference

semantic mapping

behavior inference

policy

behavior
distribution

map
distribution

annotation
distribution

“go past the
kitchen that is
down the hall”

sensor
observations

parse tree(s)

action

Figure 5.3: Outline of the semantic planning framework. The user provides a command
to the Natural Language Understanding (NLU) module. First, this module extracts
annotations, representing facts about the environment conveyed in the language.
These are used by the semantic mapping module to generate a distribution of possible
maps (including observations from the robot). The NLU module then interprets the
command’s desired intent through a distribution of behaviors. The policy uses the
map and behavior distribution to command a single action to the robot.
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environment.

For each map sample, the NLU module then infers a behavior, representing the

intent of the command with respect to the landmarks (known and hypothesized)

present in the map. This effectively grounds the necessary landmarks described in

the command. Lastly, the policy decides where to go, commanding a single action

to the robot. During execution, the robot gains more information and each module

reflects this new information: sensor observations update the map distribution, these

updated maps change the behavior distribution, and the policy updates its desired

next action using this information.

Currently, our implementation of the system only uses a single utterance from

the user. However, our framework is general enough that we could convert further

utterances into new annotations, and use those to update the map and behavior

distribution. Implementing this ability to utilize language from the user during the

robot execution remains future work.

5.2 Natural Language Understanding

Our framework learns models that identify the existence of annotations and behaviors

conveyed by free-form language, and converts these into a form suitable for semantic

mapping and the belief space policy. This is a challenge because of the diversity of

natural language directions, annotations, and behaviors. We perform this translation

using the Hierarchical Distributed Correspondence Graph (HDCG) model [59], which

is an extension of the Distributed Correspondence Graph (DCG) [60] that offers

improved efficiency. The DCG exploits the grammatical structure of language to

formulate a probabilistic graphical model that expresses the correspondence φ ∈ Φ

between linguistic elements from the command and their corresponding constituents

(groundings) γ ∈ Γ. The factors f in the DCG are represented by log-linear models

with feature weights learned from a training corpus. The task of grounding a given

expression then becomes a problem of inference on the DCG model.

The HDCG model employs DCG models in a hierarchical fashion, by inferring

rules R to construct the space of groundings for lower levels in the hierarchy. At any

one level, the algorithm constructs the space of groundings based upon a distribution
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go to the

kitchen

that is down the

hall

VP PP NP NP SBAR WHNP S VP ADVP NP

γ4 γ4 γ4

γ3 γ3 γ3 γ3 γ1 γ1 γ1 γ1 γ2γ3 γ3γ3 γ3

γ1=region(hallway,down)
γ2=object(hallway)
γ3=object(kitchen)
γ4=relation(down,kitchen,hallway)

Figure 5.4: The active groundings in annotation inference for the direction “go to
the kitchen that is down the hall”. The two symbols at the root of the sentence
(γ3,γ4) are sent to the semantic map to fuse with other observations.

over the rules from the previous level:

Γ→ Γ (R) . (5.4)

The HDCG model treats these rules and the structure of the graph as latent variables.

Language understanding then performs inference on the marginalized models:

argmax
Φ

∫
R

p (Φ|R,Γ (R) ,Λ,Ψ) · p (R|Γ (R) ,Λ,Ψ) (5.5)

argmax
Φ

∫
R

∏
i

∏
j

f
(
Φij ,Γij (R) ,Λi,Ψ, R

)
·
∏
i

∏
j

f
(
R,Λi,Ψ,Γij (R)

)
. (5.6)

Annotation Inference

An annotation is a set of objects, regions, and relationships. We define a region as

an object type paired with a spatial relation. A relationship is a spatial relation

between ordered pairs of unique objects; the number of possible combinations of

annotations is equal to the power set of the total number of symbols. The HDCG

model infers a distribution of graphical models to efficiently generate annotations by

assuming conditional independence of constituents and eliminating symbols learned
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go to the

kitchen

that is down the

hall

VP PP NP NP SBAR WHNP S VP ADVP NP

γ8 γ7 γ7 γ7 γ5 γ5 γ5 γ5 γ6γ8 γ7

o3(elevator lobby)

o1(kitchen)

o2(hallway)

o4(lab space)

robot

γ5=region(o2,down)

γ6=o2

γ7=o1

γ8=action(navigate,o1)

Figure 5.5: The active groundings in behavior inference for the direction “go to the
kitchen that is down the hall” in the context of a inferred map with 4 objects. In
this example a navigate action with a goal relative to o1 would be sent to the policy
planner.

to be irrelevant to the utterance. Figure 5.4 illustrates the model for the direction

“go to the kitchen that is down the hall.” In this example only 4 symbols (two objects,

one region, and one relationship) are active in this model. At the root of the sentence

are the symbols for a down spatial relation between a kitchen and hallway objects,

and the kitchen object. The semantic map will fuse these annotations with other

observations to infer a distribution over the possible environment models.

Behavior Inference

A behavior is a set of desired actions and path constraints that represent the intent

of the natural language command. An action is represented using Extended Spatial

Description Clauses (Table 5.2), specifying the objective of the natural language

command. The constraints are spatial relations with respect to an object in the

semantic map, and specify how the robot should perform the desired objective. Just
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(a) Map with a hypothesized hydrant
behind the left cone.

(b) Map with a hypothesized hydrant
behind the right cone.

Figure 5.6: Two possible behavior groundings for the command “go to the hydrant
behind the cone” in two different semantic maps, with the goal landmark circled in
red. The cones in these maps are detected (known), while the hydrant is hypothesized.
The behavior distribution enables us to reason about the desired behavior in the
space of a semantic map distribution.

as in annotation inference, the space of groundings also grows as the power set of

the total number of actions and constraints, so we again apply the Hierarchical

Distributed Correspondence Graph to infer a distribution of behaviors. The HDCG

model eliminates irrelevant action types, objectives, and spatial relations to efficiently

infer behaviors. Figure 5.5 illustrates the model for the direction “go to the kitchen

that is down the hall” in the context of an inferred map. In this example a navigate

action with a goal relative to o1 would be inferred as the most likely behavior for the

policy planner.

As we maintain samples of the map distribution, we infer samples from the

behavior distribution β
(i)
t for each sampled semantic map S

(i)
t . The joint likelihood of

each behavior and semantic map is:

p(β
(i)
t , S

(i)
t ) = p(β

(i)
t |S

(i)
t ) · p(S(i)

t ). (5.7)

By inferring behaviors for each sampled map, we explicitly interpret the meaning
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of the natural language command in the map distribution. For example, the two

hypothesized hydrants in Figure 5.6 are the goal landmarks in their respective semantic

maps. This combination of reasoning about possible maps and the resulting behavior

distributions within these maps provides a probabilistic representation of likely maps

and the command’s intent within this map distribution.

5.3 Semantic Mapping

We represent the world model as a modified semantic map St = {Gt, Xt} that consists

of a metric and topological representation of the environment [168]. The topology Gt

consists of a collection of nodes {ni} and edges denoting the connectivity between

nodes. Nodes are spatial entities that represent either a region Ri or an object Oi,

and can be observed by the robot or hypothesized using the language annotations.

Each node has a label describing the type of region (e.g., kitchen, hallway) or object

(e.g., cone, trash can). Regions are connected by edges when the robot traverses

between two regions, or when language indicates the existence of a spatial relation

between two regions (e.g., that the kitchen is down the hallway). Similarly, objects

are connected by edges when the robot detects an object using its perception system,

or when the command specifies a spatial relationship (e.g., “behind”).

The metric map Xt is the vector of all poses xi associated with each node ni.

The robot’s perception system provides the location of objects and the spatial

extent of regions as the robot drives in the environment. Regions represent spatially

coherent areas in the environment that are intended to be compatible with a human’s

decomposition of space (e.g., rooms and hallways).

The natural language command provides annotations indicating the existence of

different objects or regions in the environment, along with their location relative to

other entities. We formulate a distribution of world models consistent with these

annotations (α) by treating them as observations in a filtering framework, and combine

these with observations from the robot’s sensors (z) to maintain a distribution over
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the semantic map:

p(St|Λ, zt, ut) ≈ p(St|αt, zt, ut) (5.8a)

= p(Gt, Xt, |αt, zt, ut) (5.8b)

= p(Xt|Gt, α
t, zt, ut) · p(Gt|αt, zt, ut), . (5.8c)

The factorization within Equation (5.8c) models the relationship between the topology

(graph Gt) and the induced metric map (Xt) that mimics a pose graph [65]. We

maintain this factored distribution efficiently over time with a Rao-Blackwellized

particle filter, where we use particles to maintain a sample-based approximation to the

distribution over the topology, and a Gaussian distribution to model the distribution

over metric poses [39]. Each semantic map particle:

S
(i)
t = {G(i)

t , X
(i)
t , w

(i)
t } (5.9)

consists of a sampled environment topology G
(i)
t , a Gaussian distribution over

poses X
(i)
t , and a particle weight w

(i)
t that represents the map’s likelihood.

We update the map distribution (Equation (5.8a)) in three steps. First, when

the robot receives new observations (from sensors) or annotations (from language)

we sample modifications to the graph that update the topology for each particle.

Second, we use these sampled graph topology modifications to perform a Bayesian

update to the pose distribution. Third, we update the weight of each particle based

on the likelihood of generating the given observations, and resample as needed to

avoid particle depletion. We now outline this process in more detail.

During the proposal step, we first add an additional node and edge to each

sample topology that model the robot’s motion ut, yielding a new topology S
(i)−
t . We

then sample modifications to the graph ∆
(i)
t = {∆(i)

αt ,∆
(i)
zt } based on the most recent

annotations αt and sensor observations zt:

p(S
(i)
t |S

(i)
t−1, αt, zt, ut) = p(∆(i)

αt
|S(i)−
t , αt) · p(∆(i)

zt |S
(i)−
t , zt) · p(S(i)−

t |S(i)
t−1, ut), (5.10)

where ∆
(i)
αt are the modifications based on natural language observations and ∆

(i)
zt

are the modifications based on the robot’s sensor observations. This updates the
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proposed graph topology S
(i)−
t with the graph modifications ∆

(i)
t to yield the new

semantic map S
(i)
t .

These modifications can add or delete regions, objects, or edges in the graph.

We sample the graph modifications from two independent proposal distributions for

annotations αt and robot observations zt. This is done by sampling a grounding for

each observation, and deciding the required modification to the graph implied by the

grounding. We now describe the graph modifications induced by natural language

annotations and robot observations.

Graph modifications from natural language

When the algorithm receives a set of annotations αt := {αt,j} inferred from the

natural language command, it samples a graph modification ∆
(i)
αt for each particle:

p(∆(i)
αt
|S(i)−
t , αt) =

∏
j

p(∆(i)
αt,j
|S(i)−
t , αt,j). (5.11)

An annotation αt,j can imply the presence of spatial entities (a region or an object)

as well as a spatial relationship between two entities. For example, the command

“go to the kitchen” implies the presence of a kitchen, and the command “go to the

kitchen that is down the hallway” implies a spatial relationship between the kitchen

and hallway (as well as their existence). Our semantic mapping algorithm treats

these two types of annotations differently, described in more detail below. In both

cases, the result is a modification to the topological graph that incorporates any new

information contained in the annotation.

For annotations that describe the existence of spatial entities (regions or objects),

the algorithm updates the topological graph with nodes and edges that reflect the

information conveyed by the annotation in each map particle and the current semantic

map distribution. The algorithm first chooses whether to add a new entity to the

map or ground the annotation to an existing entity. This step utilizes a Dirichlet

prior to account for the fact that the annotation may refer to new or existing entities

in the map. Specifically, as the number of entities in the map with the same label

increases, the likelihood of sampling a new one decreases. The algorithm adds a new

entity to the map by adding a new node to the topological graph (a region or object
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depending on the annotation type) and then samples a new metric constraint for

the associated edge. The sampled metric constraint accounts for the parts of the

environment the robot has previously detected to prevent placing new objects or

regions in previously visited areas. If the algorithm associates the annotation with

an existing spatial entity in the map (e.g., a previously detected object), there is no

modification to the graph.

For annotations that express a relationship between pairs of spatial entities, the

algorithm samples an update to the graph topology such that the map particle

agrees with the information in the annotation (in this case, both landmarks and

the spatial relationship between them). For example, “the kitchen that is down the

hallway” implies the “down” relationship between a “kitchen” and “hallway.” This

step attempts to sample groundings for both spatial entities in the current map, but

will add new spatial entities if necessary. For example, if there is only a “hallway” in

the map, the algorithm will sample a new “kitchen” region. Any sampled regions

will obey the given spatial relationship (according to features of the location of the

regions and the location of the robot at the time of the utterance). Additionally, the

robot keeps track of the area in the environment it has already observed, and will

sample new hypothesized spatial entities in areas it has not already visited.

Graph modifications from robot observations

As the robot travels through the environment, it receives two different types of sensor

observations that will also update the topological graph: region observations and

object observations. Conceptually, the graph modifications from sensor observations

are similar to those from language annotations, although each sensor observation

provides more precise information about the spatial entity than language does (e.g., its

metric pose, spatial extent, or connectivity). When the semantic mapping algorithm

receives a set of observations zt := {zt,j} from the robot’s perception system, it

samples a graph modification ∆
(i)
zt for each particle:

p(∆(i)
zt |S

(i)−
t , zt) =

∏
j

p(∆(i)
zt,j
|S(i)−
t , zt,j). (5.12)
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The observations zt,j consist of either region observations (zR) or object observa-

tions (zO). Our semantic mapping algorithm treats these two types of observations

differently, described in more detail below. In both cases, the result is a modification

to the topological graph that incorporates any new information from the robot’s

sensor stream.

The first type of observations provided by the robot’s sensors are region observa-

tions. Each region is a spatially coherent area in the environment (e.g., hallway, room,

kitchen, etc.) and the robot’s sensors measure the spatial extent and semantic label

for the region it is in currently. As the robot moves through the environment, each

region observation results in one of three possible modifications to the underlying

topological graph:

• If the robot is still in the same region (as the previous observation), it updates

the current region’s spatial properties without modifying the graph.

• If the robot revisits a known region, it also updates that region’s properties and

associates its current location with that region.

• If the robot receives a region transition observation (e.g., the robot moved

from one region to another), it creates a new region and updates its spatial

properties.

If the robot creates a new spatial region, it will update hypothesized regions that match

the new region’s label (e.g., detecting a hallway that was previously hypothesized), or

resample the location of hypothesized regions with a spatial relation to the new region

(e.g., a hypothesized kitchen that is “down” from the newly-observed hallway). These

region-based modifications to the topological graph incorporates new information

from the robot’s sensor streams to update the hypothesized semantic map.

The second type of observations provided by the robot’s sensors are object

observations. When the robot detects an object in the world (e.g., a hydrant or

cone), the robot’s sensors measure the object’s relative pose and type. If the object is

already known in the map, we add an edge between the robot’s current node and the

object’s node, encoding the metric constraint provided by the observation. If there is

no known object in the map but we have a hypothesis for the same object type, we

attempt to ground the observation to a hypothesized object, and update its location

appropriately. This step additionally ensures that we do not delete a hypothesized
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object that would be unlikely for this observation (i.e. a hypothesized object that

is very far away). If the map has no previous knowledge about this new detected

object (observed or hypothesized), we add a new node to the map representing

the object’s location and metric constraint. With this process, the semantic map

algorithm maintains a probabilistic distribution over each object’s location.

Re-weighting particles

After proposing modifications to each particle, we perform a Bayesian update to the

map’s Gaussian distribution of metric poses. We then re-weight each particle to take

into account the likelihood of the semantic map (S) generating the received language

annotations (α) and robot observations (z):

w
(i)
t = p(zt, αt|S(i)

t−1)w
(i)
t−1 = p(αt|S(i)

t−1) · p(zt|S(i)
t−1) · w(i)

t−1. (5.13)

This accounts for the difference between the graph proposal distribution (i.e. map

modifications) and the resulting distribution after an observation. Intuitively, proposed

maps that agree with sensor observations (a hypothesized landmark is confirmed by

the robot) will receive a high weight, whereas proposed maps that do not agree (an

expected landmark was not detected) will receive a low weight. If the particle weights

fall below a threshold, we resample particles to avoid particle depletion [39]. The

factoring of Equation (5.13) enables us to compute the likelihood of both observation

types separately: language observations (annotations) and robot sensor observations

(regions or objects). These are described in more detail below.

To compute the likelihood of annotations, we use the natural language grounding

likelihood under the map at the previous time step. A particle with an existing pair

of regions (or objects) that agree with the language constraint will have a higher

weight than one without. We evaluate this using the spatial relationship specified in

the annotation.

To compute the likelihood of region observations, we give a low likelihood to new

regions that overlap with a previously traversed region. We also consider the region

type associated with the current region and calculate the likelihood of generating this

observation given the unobserved regions in the particle. Only hypothesized regions

that are very close to the robot can influence the region type observation.
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To compute the likelihood of object observations, we use both positive and negative

information. We calculate the likelihood of observing the object at the given location

using the relative constraint of the object’s current location in the map. We also

calculate the likelihood of not observing the object using the sensor’s field of view

and the pose of the hypothesized object relative to the robot. This results in a lower

particle weight for sampled maps with hypothesized objects in locations inconsistent

with the detected parts of the world.

Semantic Map Inference Summary

The robot’s representation of the world reflects all information available to the

robot, both from its sensor observations and the natural language annotations. The

algorithm infers a distribution of world models consistent with this information, stored

as semantic map particles. Each particle contains the environment’s graph topology,

a distribution over metric poses, and a weight indicating the likelihood of that map

particle. The algorithm updates this map distribution in three steps:

1. It samples modifications to the graph topology based on annotations (from the

natural language direction) and observations (measurements from the robot’s

sensors).

2. It updates the metric pose distribution of nodes in the topological graph.

3. It re-weights each map particle to reflect the likelihood of the updated semantic

map given the information available to the robot.

The result is a set of particles that efficiently represent the robot’s knowledge of

the world within and beyond its sensing range: the map contains both detected and

hypothesized spatial entities.

5.4 Chapter Summary

This chapter introduced a novel view of language as a sensor that can be used

to build uncertain maps. Similar to our approach in previous chapters, the robot

builds a partial map of the environment using its physical sensors, such as cameras

and LIDAR. Then it “fills in” the unknown parts of the map using information about

the world that is contained in the natural language direction. In other words, using
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a single command, the user can communicate both a task and a description of the

environment.

Our solution is to divide the problem of reasoning about the unknown parts of

the environment into three coupled learning problems:

• understanding the natural language command to generate annotations (facts

about the world) and behaviors (what the robot should do),

• inferring a distribution of maps that is consistent with observations from the

robot’s sensors as well as the language annotations, and

• learning a belief space policy that makes a sequence of decisions using the

distribution of maps and behaviors.

This deconstruction provides an efficient solution to the entire problem of understand-

ing natural language directions in unknown environments, and allows us to separate

the uncertainty present in each component.

This chapter described a factored inference problem over latent world models

and behaviors that represents the above decomposition. Using the Hierarchical

Distributed Correspondence Graph (HDCG), a probabilistic graphical model that

exploits the grammatical structure of language, we can infer a set of annotations

present in the language. These annotations represent facts that we infer from the

language, namely, the existence of landmarks and relationships between them (for

example, the kitchen is down the hallway). Because annotation inference does not

require sensor observations, the robot could hypothesize a map of the environment

based entirely on language.

The natural language understanding module infers a distribution of desired

behaviors for the command: action constraints that represent the intent of the

command. To reason about the more complex space of possible directions (those that

include some navigational information), we extended the Spatial Description Clause

formulation to include two optional additional fields: a navigation landmark and a

navigation relation. These fields are used to (a) clarify which landmark is correct in

the case of ambiguity, and (b) provide a helpful hint as to the goal landmark location

by utilizing relations between landmarks. We use this additional information when

hypothesizing a distribution of valid semantic maps and following the direction.

To infer this map distribution, we extended an existing semantic mapping frame-
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work to treat the annotations as sensor observations in a probabilistic SLAM filter.

This generates a distribution of possible environments that we represent efficiently

using a Rao-Blackwellized particle filter. The map distribution takes into account

information about landmarks the robot has perceived, as well as landmarks that

were described by the user in the natural language command. As the robot travels

through the environment, our approach updates the distribution of maps to reflect

new information (e.g., sensor observations). In addition to providing an informative

interface that can explicitly represent the robot’s belief, this map distribution provides

extra information for the policy to use when following directions.

The next chapter will focus on reasoning in this space of map distributions to plan

a sequence of actions that follow the direction. This is significantly more challenging

as the policy must reason about many possible map hypotheses when evaluating each

action instead of a single partially-known world.
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Chapter 6

Reasoning and Learning in Belief

Space

Logic will get you from A to Z;

imagination will get you everywhere.

Albert Einstein

Inferring a distribution of semantic maps from the natural language command as

described in Chapter 5 provides several key benefits to our approach for following

natural language directions through unstructured unknown environments. First, it

allows us to use relative information between landmarks as additional information

when following directions (for example, the relationship “behind the cone” given

in a command). Second, it provides an explicit and intuitive representation of the

uncertainty present in the environment in addition to the information available to

the robot, represented as a distribution of maps which can be shown to the user.

However, the policy must now reason in the belief space of maps – instead of a

single partially-known environment – to make a sequence of decisions and follow the

direction. This map distribution represents possible environment models that are

consistent with all the information available to the robot; most importantly the maps

contain the location of hypothesized landmarks relevant to the direction. The policy

should guide its decisions using the additional information from the map samples.

This is challenging because each action the policy considers must now take into
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Semantic Map
Distribution

Policy

Action

Observation

State,
Actions

Map Samples
argmin cost(action)

Robot motionMap updates

Figure 6.1: Belief space approach formulation as sequential decision making using
a semantic map distribution: the robot infers a distribution of semantic maps,
represented as map samples. The policy evaluates the cost of each action in the
context of this distribution of maps, and chooses the one with the lowest cost. After the
robot moves and receives a new observation, it updates its semantic map distribution.
The policy repeats this process until it explicitly declares that it is done following
the direction.

account a distribution of landmarks, which induces a distribution of features.

This chapter describes our belief space policy and how we train it. Our general

approach for following natural language directions (as sequential decision making

under uncertainty) remains largely unchanged: the policy selects a single action (out

of many possible actions) to execute on the robot, and the policy continues making

a sequence of decisions (updating its semantic map distribution) until it explicitly

declares it is done. The main addition to the framework is that the robot infers a

distribution of semantic maps using its sensor observations and the natural language

commands, represented as samples in a particle filter (shown in Figure 6.1).

To utilize this additional information, we first present a belief space policy that

reasons about the distribution of semantic maps to follow natural language directions

in Section 6.1, by embedding the distribution of actions in a Reproducing Kernel

Hilbert Space (RKHS). This enables us to project the distribution of features into a
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space where the policy can once again compute a cost function for each action. This

approach is efficient and enables us to use a cost function to follow natural language

directions in a distribution of possible environments.

We then describe in Section 6.2 a novel belief space imitation learning approach

to train these belief space policies. Using the same demonstrated examples, we learn

a belief space cost function that reasons explicitly about the distribution of possible

environments. We present corpus-based experiments in Section 6.3 which show that

our combined approach of inferring a map distribution and reasoning in belief space

improves our performance on a corpus of complex directions. Furthermore, we will

show that this approach can handle some types of ambiguous directions that our

prior approach could not successfully follow.

6.1 Belief Space Reasoning

Our general approach to the problem of following natural language remains largely

unchanged from that of Chapter 3. The robot builds up a mixed metric, topological,

and semantic map of the world, except that it now predicts the parts of the world

that lie beyond its sensor range (as described in Chapter 5). The policy will still

enumerate the set of feasible actions using the topological graph (generating paths to

visited and frontier nodes), and also considers the stop action (to represent finishing

the direction). The belief space policy will evaluate the cost of each action, and

execute the one with the lowest cost on the robot. Then, the policy will update its

map distribution with any new sensor measurements or annotations. The robot will

continue making decisions until the policy declares it has completed following the

direction by selecting the stop action.

However, a key difference from the previous work is that the robot now maintains

a distribution over possible semantic maps (instead of a single partially-known map),

which induces a probability distribution of features per action. More specifically,

whereas each action in Chapter 3 was a path paired with a single landmark, the belief

space action in this chapter is now a path paired with a distribution of landmarks:

At = {path (x, v) ∈ Gt ∪ astop} × p (Ot) . (6.1)
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Here the landmark distribution p (Ot) represents the semantic map’s knowledge about

where an object could be. For example, a landmark detected by the robot would

have a very localized distribution of particles (low uncertainty), whereas a landmark

hypothesized from language might have a larger spread of particles (high uncertainty).

The intuition behind each belief action is the same: actions can explore, backtrack,

or stop based on the path in the topological graph. However, each action is now

reasoning about a distribution of semantic maps, representing the possible object

locations for the landmark given in the command.

The belief space policy must make a sequence of decisions using the distribution

of semantic maps p (St):

π (x, p(St)) = argmin
a∈At

c (x, a, p(St)) . (6.2)

This belief space action formulation means the policy must actually compare different

probability distributions of features (one for each actions), and selects the one it

believes will best follow the direction. This requires a way to represent and compute

distances between probability distributions.

Fortunately, Hilbert Space embeddings have been shown to preserve the necessary

information of these distributions while permitting efficient computation, which will

enable us to learn from these distributions [105, 147]. Our policy will thus embed the

action feature distribution in a Reproducing Kernel Hilbert Space using the mean

feature map, which we now describe in more detail.

Belief Space Reasoning using Kernel Distribution Embedding

To reason about the distribution of landmarks when computing the cost of any action a

in Equation (6.2), we embed the semantic map distribution in a Reproducing Kernel

Hilbert Space (RKHS) [147, 148, 149]. The RKHS is a generalization of classical

kernel methods to represent probability distributions (in our case, a distribution over

action features induced by the semantic map distribution). For a good overview of

Hilbert space embeddings for distributions, see Smola et al. [147].

We will thus represent our cost function as the mean embedding of a feature

map [147]. More specifically, in our approach we first compute the features of an action

in each map sample independently, then aggregate the resulting feature distribution
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a1

a2

Kitchen

Kitchen Start

φ(a1, S
1), φ(a1, S

2)

φ(a2, S
1), φ(a2, S
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Figure 6.2: Simplified illustration of computing feature moments in the space of
hypothesized landmarks (in this case two kitchens). To compute the features over a
landmark distribution, we compute the features of the action with each hypothesized
landmarks. We then aggregate them by computing moment statistics across the
distribution. For instance, to compute the cost of action a1 we will aggregate the
features across the two possible maps: φ(a1, S

1) and φ(a1, S
2).

by taking the first K moments of the features (across all map samples S
(i)
t ):

Φ̂1 (x, a, St) =
∑
S
(i)
t

p(S
(i)
t ) φ

(
x, a, S

(i)
t

)
(6.3)

Φ̂2 (x, a, St) =
∑
S
(i)
t

p(S
(i)
t )

(
φ
(
x, a, S

(i)
t

)
− Φ̂1

)2

(6.4)

. . .

Φ̂k (x, a, St) =
∑
S
(i)
t

p(S
(i)
t )

(
φ
(
x, a, S

(i)
t

)
− Φ̂1

)k
(6.5)

Intuitively, this computes features for the action and all hypothesized landmarks

individually, aggregates these feature vectors, and then computes moments of the

feature vector distribution (expected value, variance, and higher order statistics). We

use the same features as those in Section 3.4 for individual landmarks. The process of

computing aggregate features over a landmark distribution is illustrated in Figure 6.2,

where the location of the kitchen is unknown but has two possible hypotheses (both

used to compute features).

The cost function in Equation (6.2) can now be rewritten as a weighted sum of
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the first K moments of the feature distribution:

c (x, a, St) =
K∑
i=1

wTi Φ̂i (x, a, St) . (6.6)

By concatenating the weights and moments into respective column vectors

W := [w1; . . . ;wk] (6.7)

F := [Φ̂1; . . . ; Φ̂k] (6.8)

we can rewrite the policy in Equation (6.2) as minimizing a weighted sum of the

feature moments Fa for action a :

π (x, St) = argmin
a∈At

W TFa. (6.9)

Note that W ∈ RK·d where d is the feature vector dimensionality, so this increases the

number of parameters to learn. As we will show next, we can apply a simple variant

of the imitation learning approach from Chapter 4 to learn a policy that reasons in

the map distribution.

6.2 Imitation Learning in Belief Space

We train the policy using imitation learning, by treating action prediction as a multi-

class classification problem. Given an expert demonstration, we wish to correctly

predict the expert’s action out of all possible actions from the same state. Although

Chapter 4 introduced imitation learning for training a policy to follow directions,

it operated in partially-known environments without any prior over the undetected

parts of the environment. In this chapter, we train the policy using a distribution of

hypothesized maps to learn a belief space policy.

We assume the expert’s policy π∗ minimizes the unknown immediate cost:

C(x, a∗, St) (6.10)

of performing the demonstrated action a∗ from state x, under the current belief
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distribution St. However, since we cannot directly observe the true costs of the

expert’s policy, we must again minimize a surrogate loss that penalizes disagreements

between the expert’s action a∗ and the policy’s action a, using the multi-class hinge

loss [34]:

` (x, a∗, c, St) = max

(
0, 1 + c (x, a∗, St)−min

a6=a∗
[c (x, a, St)]

)
. (6.11)

The minimum of this loss occurs when the cost of the expert’s action is lower than

the cost of all other actions, with a margin of one. This loss can be re-written and

combined with Equation (6.9) to yield:

` (x, a∗,W, St) = W TFa∗ −min
a

[
W TFa − lxa

]
, (6.12)

where lxa = 0 if a = a∗ and 1 otherwise. This ensures that the expert’s action is

better than all other actions by a margin [121]. Adding a regularization term λ to

Equation (6.12) yields our complete optimization loss:

` (x, a∗,W, St) =
λ

2
‖W‖2 +W TFa∗ −min

a

[
W TFa − lxa

]
. (6.13)

Although this loss function is convex, it is not differentiable. However, we can

optimize it efficiently by computing the subgradient of Equation (6.13):

∂`

∂w
= λW + Fa∗ − Fa′ , (6.14)

for the best loss-augmented action a′ at state s:

a′ = argmin
a

[
W TFa − lxa

]
. (6.15)

Note that a′ is simply the solution to our policy using a loss-augmented cost. This

leads to the update rule for W :

Wt+1 ← Wt − α
∂`

∂w
(6.16)

with a learning rate α ∝ 1/tγ. Intuitively, if the current policy disagrees with the

109



6. Reasoning and Learning in Belief Space

expert’s demonstration, Equation (6.16) decreases the weight (and thus the cost) for

the features of the demonstrated action Fa∗ , and increases the weight for the features

of the planned action Fa′ . If the policy produces actions that agree with the expert’s

demonstration, the only weight update will be regularization.

Similarly to our approach from Chapter 4, we train the policy using the DAgger

(Dataset Aggregation) algorithm [129], which learns a policy by iterating between

collecting data (using the current policy) and applying expert corrections to the

policy’s decisions. Key to this approach is that we collect training information from

all states visited by the policy, not just states that were in the demonstration. This

enables us to learn a policy that does well on the distribution of states induced by

the learned policy, instead of only the distribution of states that were visited by the

expert.

Treating direction following in the space of possible semantic maps as a problem

of sequential decision making under uncertainty provides an efficient approximate

solution to the belief space planning problem. By using a kernel embedding of the

distribution of features for a given action, we still reason about the distribution of

landmarks in the semantic map. Using imitation learning for training the policy is

simple, elegant, and requires no complex engineering of components or tuning of

parameters.

6.3 Results

We evaluate our approach on a corpus of directions that expands upon the corpus

presented in Chapter 4. This expanded corpus contains directions that include

references to navigation landmarks. For example, the direction “go to the door across

from the whiteboard” specifies which of many doors is the correct one. By comparing

our semantic-mapping approach (with belief space reasoning) to our previous method

(without any belief space reasoning) on this corpus, we will directly measure the

benefit of reasoning in belief space.

We focus here on evaluating the performance of our approach to learning policies

in belief space. To isolate this from the other components in the system, we again

use a previously collected map of the environment, and “reveal” it to the robot

as it travels in simulation (while obeying all line-of-sight and motion constraints).
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Additionally, we approximate the semantic map sampling with a Gaussian distribution

over landmark locations (with a mean and covariance per linguistic relation term,

learned from data). We also approximate the belief likelihood update (re-weighting

of particles) by invalidating hypothesized landmarks within the robot’s line of sight.

These approximations are once again an idealization of the entire system presented in

Chapter 5 (especially with regard to perception), but in our experience the behavior

is not significantly different from those on the integrated robot results we will present

in Chapter 7.

Our methods here are almost identical to the results presented in Section 4.5. For

the results that follow, we used N = 15 iterations of DAgger, and a learning rate

for the weight update rule with γ = 0.7. The belief space policy uses K = 2 moments

(the mean and variance) of the action feature distribution.

Comparison on extended corpus with complex directions

On the existing set of directions, the belief space approach improves the performance

slightly. However, these directions were all relatively simple: they did not contain any

additional navigation information. To evaluate the improvements of our belief space

policy approach on directions that include the navigation landmark and relation fields

introduced in Section 5.1, we generated an additional 15 natural language directions

that contain information about the location of the goal landmark, especially in

cases where this landmark could be ambiguous (e.g., there are many doors in the

environment). These directions would (by design) be difficult to follow without using

this additional navigation information.

For instance, the direction “go to the door after the water fountain, turn right, go

straight to the cabinet,” shown in Figure 6.3, contains information about the correct

door to use (the one after the water fountain). Our semantic map inference approach

can make use of this information when it generates a distribution of hypothesized

maps: once the robot detects a water fountain the policy can generate possible

door samples behind it. Utilizing this navigation information is especially important

because there are many doors in the same hallway.

We now present experiments evaluating our approach to following directions

(with belief space reasoning) on this extended corpus of direction. We begin with a

111



6. Reasoning and Learning in Belief Space

Water
Fountains

Door

Cabinet

Start

Figure 6.3: Ground truth path for the direction “go to the door after the water
fountain, turn right, go straight to the cabinet.” The direction contains the additional
information about the location of the correct door (it is after the water fountain).
Our belief space policy will leverage this additional information to guide its decisions,
which is especially important because there are many doors in the same hallway.

qualitative detailed sequence of decisions for the example direction shown in Figure 6.3.

The decisions of the policy in this case provide a good intuition for why this approach

yields improved performance when following directions in unknown environments. We

also compare this with the results (on the same direction) of our previous approach

that does not generate possible maps, use a belief space policy, or use the navigation

information.

We then look at quantitative aggregate results across many cross-validation trials,

where we train the policy on some directions and apply it to the remaining held out

directions. We will present results measuring both the average ending distance error

and the success rate (for different distance thresholds). In both settings, the results

of these experiments show that our belief space approach can successfully make use

of the additional navigation information provided by the direction. This significantly

reduces the average ending distance error, and improves the success rate.

Detailed validation sequence

We first look at the policy’s sequence of decisions for one (held out) validation

direction: “go to the door after the water fountain, turn right, go straight to the
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(a) Starting at the blue square, the seman-
tic map distribution contains hypothe-
ses for the location of the door.

Water
Fountain

(b) The simulated robot senses a water
fountain, and generates more hypoth-
esized maps with a more localized dis-
tribution over the location of the door
(note that it still has not seen the door).

(c) As the simulated robot moves in the en-
vironment, it discards door hypotheses
that do not match its sensor observa-
tions (i.e. those that should have been
detected). The robot continues looking
for the door.

Door

(d) The robot perceives the door mentioned
in the direction, so the policy discards
all other door hypotheses. The policy
will reach the door and transition to the
second SDC (“turn right”, not shown
in this sequence).

(e) The third SDC (“go straight to the cab-
inet”) contains some information about
the location of the cabinet (it is straight
ahead). The policy generates a land-
mark distribution for its location.

Cabinet

(f) After the robot detects the cabinet, the
policy continues going straight towards
it, and here we show were it declared it
was done following the direction (stop
action).

Figure 6.4: Sequence of policy decisions for the direction “go to the door after the
water fountain, turn right, go straight to the cabinet.” We show color-coded actions
and landmark hypotheses per SDC, and show in black the previously visited nodes.
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cabinet.” The policy’s semantic map distribution begins with very little knowledge,

since the command only specifies the location of the door relative to a (still unknown)

water fountain. This is reflected in the large distribution of hypothesized locations

for the door (Figure 6.4a). The policy decides to go straight, exploring to find the

door. As it moves, it also updates the semantic map distribution by invalidating

samples that would have been visible from the robot’s current location (since those

hypotheses were incorrect). Once the robot detects a water fountain (Figure 6.4b),

it generates more samples for the possible location of the door (using the relation

“after”). This step highlights the use of the navigation information (namely, the door

is after the water fountain) contained in the natural language instruction. By doing

so, the policy now has much more information than it did previously to use when

making decisions, and can look for the door in a more informed manner.

The policy continues going straight (ignoring a right turn into the bathroom),

further updating the door landmark distribution (Figure 6.4c). When it finally detects

the door (Figure 6.4d), it discards other hypotheses and finishes by going towards it.

It then transitions to the second SDC (using the stop action), and begins executing the

second SDC: “turn right”. After two actions (not show in the figure), the policy again

transitions to the next SDC: “go straight to the cabinet”. Because the command does

contain some implicit information about the location of the landmark (the cabinet is

straight ahead), the semantic map distribution is more informative at the beginning

(compare Figure 6.4e and Figure 6.4a). The learned belief space policy utilizes these

samples to go straight until it sees the actual cabinet, then selects the stop action

once it reaches the cabinet. Because there are no more SDCs, the policy has finished

with the entire direction, with a 0 m ending distance.

The policy was successful in following this direction because it utilized all the

information available in the language. First, it leveraged the direction’s implicit infor-

mation about the world, effectively using language as a sensor to build a map beyond

the robot’s sensor range. Second, the policy used the direction’s explicit information

about the task to take a sequence of actions towards the goal. This combination of

generating (and updating) a distribution of possible maps, then planning a sequence

of belief space actions using a learned policy enables our approach to follow complex

natural language directions through unstructured unknown environments.

For comparison, the result of the basic policy (without hypothesizing maps or
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(a) The simulated robot once again starts at
the blue square. The policy immediately
uses the door right in front of the robot
for the SDC “go to the door,” without
looking for any water fountains.

(b) Without using the navigation informa-
tion, the policy decides to stop too early
(note there are two doors in the same hall-
way). It then transitions to the second
SDC, “turn right.”

(c) When a right turn is available, the policy
decides to take it even though it leads
into a bathroom.

Toilet

(d) The policy is now on the third SDC (“go
straight to the cabinet”). The toilet ob-
ject in the environment is semantically
likely to co-occur with a “cabinet,” so the
policy stops following the direction here.

Figure 6.5: Sequence of policy decisions without using navigational information for
the same direction as above. Because the policy does not use the implicit information
about the (correct) door’s location, it stop too early on the first SDC (at an incorrect
door). This causes the error to compound when it turns right into the bathroom. The
color-coding is the same as in Figure 6.4, but in this case the policy does not generate
a distribution of semantic maps from the language, nor does it use the additional
navigation information contained in the language.

using the additional information in the direction) on the same direction is illustrated

in Figure 6.5. In this case the policy turns right too early on the first SDC, because

it did not utilize the additional information about the location of the door (the

direction is ambiguous without this). The policy then turns right into a bathroom,

and completes following the direction there (14.7 m from the correct destination).
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Cross-validation results

We now evaluate the policy quantitatively over many repeated cross-validation trials

on the extended corpus, by training a policy on about half of the directions, and

testing it on the remaining held out directions. As with our previous approach, we will

measure for each trial the average ending distance across the held out directions, and

the success rate for various distance thresholds. These results are on the combined

set of 55 directions (40 basic directions and 15 complex directions), treated as one

large corpus (we did not sample the complex directions separately). We ran 200 trials

of cross-validation, using 28 directions for training and 27 for testing.

As expected, the results show that our belief space policy performs significantly

better than the previous approach on this corpus. As with the single validation

example in Figure 6.4, in this setting the semantic infers a distribution of maps

consistent with the additional information contained in the language. For instance,

the average ending distance error of the test directions across all cross-validation trials,

shown in Figure 6.6, demonstrate that reasoning about a distribution of landmarks

(and planning in the resulting belief space) reduces the average ending distance error

significantly. By hypothesizing an initial distribution of landmarks based on the

command and then utilizing any navigation landmarks in the command (after they

are detected), the policy is able to improve its decision making. Similarly, the success

rate when inferring a distribution of landmarks improves significantly. The results for

the average success rate across all trials is better with belief space reasoning than

without (Figure 6.7). This is true for every possible distance threshold (i.e., changing

how far away the robot must be from the true goal to declare the trial a success).

6.4 Chapter Summary

This chapter extended our sequential decision making approach to following natural

language directions from Chapter 3 to utilize the additional information provided by

the semantic map inference (namely, a distribution of possible maps). The samples

(particles) from this map distribution contain the possible location of landmarks

inferred from the natural language command and robot’s sensor stream. While this

information can guide the robot’s decision making, the robot must now reason in the
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Figure 6.6: Reasoning about the distribution of landmarks (with belief space reasoning)
reduces the average ending distance error across 200 cross-validation trials, compared
to without belief space reasoning. Lower error is better.
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rate of the system across all distance thresholds. Each curve represents the average
success rate across 200 cross-validation trials for any given distance threshold. Higher
success rate is better.
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belief space of possible environments.

Our framework for following directions remains unchanged: a policy will enumerate

a set of feasible actions from its current state, evaluate the cost of each action, and

execute on the robot the one with the lowest cost. This will generate a new observation

of the world, and update its map representation. The main difference is that the

world representation is now a distribution over the valid semantic maps (the combined

metric, topological, and semantic representation of the world). This map distribution

contains hypotheses of landmark locations that are inferred based on observations

from the robot’s sensor and the natural language command, effectively treating

language as another sensor.

The challenge remained to effectively use this additional information to successfully

inform the policy. We formulated a belief space policy that computes the cost of

each action using a kernel distribution embedding of the action feature distribution

(induced by a distribution over possible landmarks). Our belief space planning

problem is distinct from others in that our primary objective is to follow the direction,

not take actions that optimize some metric on the belief (e.g., reducing uncertainty).

The policy formulation enables us to do this efficiently: the additional cost is simply

computing more features (determined by the number of belief samples).

We introduced a method to train the policy using a simple extension of our

imitation learning formulation from Chapter 4. The resulting policy encapsulate

the expert’s knowledge of the uncertainty in the environment, and leads to effective

decision making in a distribution of maps. We showed that this approach is effective

at following natural language directions, outperforming our prior approach when the

directions are complex. These complex directions contain references to navigation

landmarks, intended to resolve between multiple possibilities (for example, “go to

the door across from the whiteboard”). Our learned belief space policy resulted

in significantly lower error in the average ending distance, and significantly higher

success rates.

The next two chapters will demonstrate this approach on several integrated robot

platforms. As we will show in the next chapter, our approach of inferring maps

for following natural language directions leads to performance that approaches the

performance of the robot operating with a completely known map.
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Chapter 7

Integrated Demonstrations on

Autonomous Indoor Robots

I urge you to please notice when you are

happy, and exclaim or murmur or think at

some point, ‘If this isn’t nice, I don’t know

what is.’

Kurt Vonnegut

We now present results of applying our approach of using a policy to follow natural

language directions through unknown environments on three robots that operate in

unstructured indoor environments:

• CoBot, an autonomous robot developed at CMU that performs service tasks

and interacts with people in an indoor office environment [125, 164].

• The Husky, an all-terrain mobile robot that operates indoor and outdoor.

This robot was equipped with a sensor package and autonomous navigation

capabilities by a consortium as part of the RCTA project [111].

• The MIT intelligent wheelchair, an autonomous voice-commandable

wheelchair developed to assist users in a variety of tasks [55].

Each of these platforms (shown in Figure 7.1) has different sensor configurations,

low-level planners, and ways of mapping the world. However, as we will show, our
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(a) CoBot

(b) The Husky

(c) Autonomous Wheelchair

Figure 7.1: Our approach to following natural language directions generalizes across
a wide variety of platforms and environments, shown here. CoBot (7.1a) operates
primarily in indoor office environments, the Husky (7.1b) operates primarily in
larger open areas, and the autonomous wheelchair (7.1c) operates in both types of
environments.
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approach is general and can therefore apply across this wide variety of robots and

environments.

In most cases we present anecdotal results on each robot, testing the complete

integrated system on a small number of runs for different commands. We will also

present more extensive results of the same integrated system running in simulation.

For more comprehensive results evaluating our approach to learning policies (isolated

from the entire integrated system), see the results in Chapters 4 and 6.

We begin in Section 7.1 with a generalization of our approach from Chapters 3

and 4 to an entirely novel environment by applying our learned policy (trained on

a corpus of directions in the MIT Stata center) to the CoBot robot operating in

CMU’s Gates building, an environment the policy had never seen. These experiments

are joint work with Thomas Kollar. In Section 7.2, we then apply our approach to

inferring semantic maps (presented in Chapter 5) on the Husky, commanding the

robot with relatively simple natural language directions. We show that inferring a

distribution of maps improves performance. In Section 7.3, we then combine this

semantic map inference approach with a learned belief space policy (introduced in

Chapter 6), where the commands are more complex and contain ambiguity, on the

autonomous wheelchair. The results presented in Sections 7.2 and 7.3 are adapted

from two prior publications (Duvallet et al. [42], Hemachandra et al. [57]); these are

the result of joint work with Sachithra Hemachandra, Thomas Howard, and Matthew

Walter.

In addition to showing successful implementations of our approach on three differ-

ent mobile robots, the results of our experiments support the following conclusions:

• Real robots can follow natural language directions through unknown environ-

ments by framing the problem as sequential decision making under uncertainty.

• Policies trained using imitation learning encapsulate the uncertainty present

in the unknown parts of the environment and effectively capture the expert’s

knowledge.

• Our feature representation enables generalization to new commands in environ-

ments the robot has never encountered.

• Inferring a distribution of maps (using the information implicitly specified in

the language) improves the performance of the robot, approaching the level of
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a robot operating with a fully-known map.

• Our integrated approach can recover from false initial assumptions (e.g., in

cases of multiple possibilities) to successfully follow ambiguous directions.

These findings support the thesis statement introduced in Chapter 1: following natural

language directions through unstructured unknown environments can be formulated

as sequential decision making under uncertainty, furthermore, language can be used as

a sensor to infer maps that improve the ability of the robot to follow directions. These

experiments are one step towards demonstrating effective human-robot coordination

in shared teams that communicate using natural language.
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7.1 Generalization to Novel Environments on

CoBot

The first integrated robot experiment we present demonstrates the ability of our

policy to generalize to a novel environment. More specifically, we train the policy

on directions in one building, and evaluate it on directions in a different building.

This demonstrates the ability of the policy to make a sequence of decisions in an

unknown environment it has never observed. In this section we evaluate the basic

policy formulation (without belief space reasoning) introduced in Chapters 3 and 4:

we provide the robot with a natural language command and no map of the world,

then evaluate its actions.

Methods

We demonstrate our ability to generalize to novel environments using CoBot, a

research platform developed at CMU by Veloso et al. [164]. This robot is a mobile

indoor service robot that can be used for a variety of tasks: picking up and delivering

packages, escorting visitors to meetings, and remote telepresence. Users can request

and schedule tasks via a website. A team of several CoBot robots has been in

operation since 2009 in multiple buildings on CMU’s campus: Wean Hall, Gates Hall,

and Newell-Simon Hall, and these robots have collectively traveled over 1000 km [16].

Our approach to handling mapping and perception on this robot is similar to

the results presented in Section 4.5: we use a fully-annotated semantic map that an

external process incrementally “reveals” to the robot as it travels through the world

(obeying visibility constraints). This is possible since CoBot normally operates in a

fully-known map that includes a metric map of the building, a topological graph of

the hallways, and the location of semantically annotated landmarks (such as elevators,

kitchens, printers, etc.). Our focus in this section is on the problem of generalizing to

different environments the policy has never before seen.

We trained the policy using 30 directions through one floor of MIT’s Stata center

(a subset of the corpus for the results in Section 4.5). After training, the only

We gratefully acknowledge Joydeep Biswas, Brian Coltin, and Manuela Veloso for their help
running the experiments presented on CoBot.
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Figure 7.2: Floor plan of the Gates-Hillman Center at CMU.

information we retained were the learned weights in Equation (3.10). These weights

specify how each feature (for a state-action pair) affects the policy’s cost function.

We then commanded CoBot with a variety of natural language commands in CMU’s

Gates Hall (shown in Figure 7.2). Note that the policy has never seen a single

demonstration from this new environment, all of its training data came from a corpus

of directions through one floor of a building at MIT. While these are both indoor

office-like environments, the specific environment structure is different, the semantic

objects are in different configurations (and have different shapes), and even the units

used in the map are different. We computed features for actions in this environment

using the same code.

Results

We only present qualitative results of following natural language directions in a

novel environment using CoBot. This is because we ran a relatively small number of

commands, and the language in the commands was also quite simple. In addition to

serving as a real world validation of our approach, these results demonstrate a very

important finding of our research: the learned policy can generalize to environments

it has never encountered before.

A trace of CoBot correctly following the natural language direction “Go past
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Start

elevator kitchen

printer

Figure 7.3: Trace of successful CoBot run for following the command “go towards
the elevator, turn left towards the kitchen, and go towards the printer.” We show
the complete robot’s path through the world (color-coded by SDC), as well as the
landmarks the policy used to follow the direction. Note that we show the entire
environment, but CoBot only had access to the parts of the environment it had visited
(a partial map).

the elevator, turn left towards the kitchen, and go towards the printer” is shown in

Figure 7.3. After it detects the elevator object, the robot continues taking a sequence

of actions until it determines it is “past” the elevator. The robot then transitions

to the second SDC, and even though it cannot yet see the kitchen or a left turn it

continues down the same hallway. CoBot sees the left turn and the kitchen when it

arrives in a common area, and correctly takes a left turn. After taking actions for

the third SDC, the policy declares when it believes it has reached the destination

and stops at the printer.

For the command “Go past the bathroom, turn left, and turn left to the elevator”

(shown in Figure 7.4), CoBot initially correctly follows the first SDC and transitions at

the appropriate time. However, the policy chooses to continue past the first left turn

(incorrectly). When CoBot reaches the end of the hallway, the policy determines it

has made a mistake and the robot backtracks to the correct hallway. In this situation,

the policy’s cost for the stop action was higher than the cost of backtracking to

the hallway. After traveling down the hallway, it correctly calls the stop action,
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bathroom

elevator

backtracking

Start

Figure 7.4: Trace of a run where CoBot made an error and backtracked. The command
was “go past the bathroom, turn left, and turn left to the elevator”. In this case,
CoBot did not turn left correctly, but realized it made a mistake when it reached a
dead end. It then backtracked and continued along the rest of the direction correctly.

transitions to the final SDC (turning left to the elevator), and reaches the elevator

(overshooting slightly).

Discussion

Using CoBot, we were able to demonstrate the generalizability of our approach to

entirely novel environments (i.e., one the robot policy had never seen). The ability to

generalize to novel environments is especially important for robotics because training

policies on each environment separately is costly and in some cases may be infeasible.

Additionally, we demonstrated that framing direction following as sequential decision

making can enable real robots to follow natural language directions through unknown

environments, which supports our thesis statement. This robot experiment validates

our approach to training a policy in an unknown environment, which enables the

policy to reason about the unknown pats of the environment. We also demonstrated

an example of the robot making a mistake and recovering, which was possible because

the policy had demonstrations of both successes (what the expert did) and failures

(what the expert would have done to recover) from the training data.
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These anecdotal experiments are one step towards showing that our approach

generalizes well across different environments. Combined with the fact that our

approach does not require a map of the environment ahead of time, this holds

the promise of enabling robots to understand natural language commands in new

environments without requiring time-consuming environment-dependent training. The

ability for robots to operate successfully in novel unknown environments will improve

their ability to collaborate with people and be effective partners in human-robot

teams.
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7.2 Demonstration of Semantic Map Inference

on the Husky Robot

The previous experiments on CoBot demonstrated our sequential decision making

formulation on a robot in a novel unknown environment. We now apply the language-

driven semantic map inference approach presented in Chapter 5 to the Husky robot

platform, and demonstrate that inferring maps from a natural language direction

improves the performance of the robot when it is following the direction. Consider

the environment in Figure 7.5, showing both the operator’s and Husky’s viewpoints.

If the operator (who can clearly see both the cone and the hydrant) instructs the

robot (that can only sense a cone) to “drive to the hydrant behind the cone,” our

map inference approach will leverage the information in the language (namely, there

is a hydrant and it is located behind the cone) to infer a suitable distribution of

environments. The policy will then use this inferred map distribution to make a

sequence of belief space decisions.

Methods

The following experiments measure the ability of the robot to execute the intended

command. We will compare our approach with an inferred map distribution (using

information contained in the language) against a baseline of using a complete map of

the environment (acquired by manually driving the robot around the environment).

The Husky is running the Semantic Map inference framework described in Chapter 5,

with a graphical user interface to input an unstructured natural language command.

The robot is equipped with an Adonis camera, and in these experiments we use the

AprilTag fiducials [64, 112] for object detection and localization. This once again

simplifies the perception problem while observing all physical constraints (namely,

sensing range and line of sight). In these first experiments, the robot’s belief space

policy cost function is hand-tuned to minimize the expected distance to the goal

landmark distribution. In Section 7.3 we will use a belief space policy learned from

demonstrations.

The following experiments on the Husky were possible because of help from the greatest Husky
wranglers of all time, Jean Oh and Bob Dean.
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(a) Operator view (b) Robot view

Figure 7.5: Differing viewpoints lead to mismatched world representations. The
operator can clearly see both the hydrant and the cone, but the robot can only see
the latter. Our approach leverages the information contained in a natural language
command to narrow this gap by inferring possible locations of the hydrant.

In this experiment we performed 24 trials by commanding the robot to navigate

to the (initially unknown) hydrant. We varied both the starting environment model

(known vs. unknown) and the command (with and without a relation): the two

natural language commands were “go to the hydrant behind the cone” and “go to

the hydrant.” Each condition (starting map and command) consisted of six trials.

This allowed us to measure the ability of the robot to use the additional information

from the spatial relation in the command, as well as compare our approach to that

of knowing the complete map ahead of time. We consider a trial to be a success if

the robot stops within 1.5 m of the hydrant, and a failure if the robot stops or the

operator must take over (e.g., because of some unsafe action).

Results

When the robot had access to a complete map of the environment, it successfully

executed 100 % of the commands (whether or not the language contained information

about the hydrant’s location). When the robot started with an unknown map and the

direction included the spatial relation (“behind the cone”), our approach successfully
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Table 7.1: Experimental results on the Husky for the command “go to the
hydrant behind the cone.” Both conditions (known and unknown map)
represent six unique trials. We report mean time and distance (with 95 %
confidence intervals) and success rates for the different conditions. As we can
see, our approach of inferring a map distribution and using a belief space
policy yields performance in unknown environments that approaches having
a complete map a priori.

Map Distance (m) Time (sec) Success (%)

Known 8.4± 1.3 26.4± 4.2 100.0

Unknown 8.1± 0.6 34.0± 18.6 83.3

executed the command 83.3 % of the time, even though the goal object (the hydrant)

was not initially visible or known in advance (Table 7.1). When the robot was given

a command without any spatial relation (“go to the hydrant”) in an unknown map,

the inferred map distribution was not sufficient to help the robot find the hydrant

(0 % success rate). (A better uninformed search behavior could have helped the robot

eventually find the hydrant, but we did not implement this.)

As we expected, the results indicate that inferring a map distribution helps the

robot follow the command correctly. Additionally, the distance traveled by the robot

using an inferred map distribution is similar to the distance traveled when the robot

has access to a complete world map. The main difference was in the time taken by

the robot to follow the direction (about 29 % more for the inferred maps than the

fully-known map), due to the time required to integrate new sensor measurements,

update the distribution of inferred maps, and evaluate the cost of possible actions.

The approach overview diagram (Figure 5.2) illustrates data collected during one run

on the Husky for the command “go to the hydrant behind the cone,” where the robot

starts with an unknown map but can observe the cone.

Discussion

These experiments suggest it is possible to achieve a level of performance in an

unknown environment that is similar to knowing the map a priori by exploiting the

information implicitly contained in the command. Using the user’s natural language
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instruction, we can infer the relationship between objects that may not be initially

observable without having to consider those annotations as a separate utterance. By

learning and reasoning about a distribution over the possible maps and behaviors, we

can solve for a policy that explicitly takes into account the uncertainty in the map.

The next experiments on the autonomous wheelchair will integrate this map inference

approach with a learned belief space policy, and demonstrate this approach on more

complex environments and directions.
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7.3 Demonstration of Belief Space Policy on the

Autonomous Wheelchair

The previous experiments on the Husky platform demonstrated the effectiveness of

our approach to following natural language directions in unknown environments by

hypothesizing the environment beyond the robot’s sensor range, using the information

contained in the language. As we discussed in Chapter 6, the policy must now reason

in the belief space of possible maps. We now present results of our approach in more

complex environments (and with more intricate commands) that highlight the ability

of the policy to reason about a distribution of landmarks, deal with ambiguity, and

recover from false assumptions.

We ran these experiments on a voice-commandable wheelchair located at MIT,

shown in Figure 7.1c. This robot has three forward-facing cameras with a collective

field-of-view of 120 degrees, and both forward- and rear- facing LIDARs. We again

used AprilTag fiducials [64, 112] to detect and estimate the relative pose of objects in

the environment, subject to self-imposed sensing range restrictions. The use of this

additional platform further demonstrates the applicability of our algorithm to various

mobile robots with different platform configurations, underlying motion planners, and

sensor configurations. We begin by presenting experiments that require reasoning

about objects in an open environment, extending those from Section 7.2. We then

demonstrate our approach on directions through an office environment that require

reasoning about regions, such as hallways and kitchens.

Reasoning about objects in an open environment

The first set of experiments on the wheelchair extend the ones from the Husky by

using more complex environments and commands. All the commands direct the

robot to an initially-unknown landmark (in this case a hydrant), and involve different

spatial relationships to cones (“behind,” “nearest,”), or no relation at all (i.e., “go to

the hydrant”). Some environments were ambiguous: there were multiple cones the

hydrant could be behind, or there were multiple hydrants and the robot had to select

the one “nearest” to the cone.

In each experiment, a human operator issues one of the following natural language
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Table 7.2: Experimental results on the wheelchair in an open environment,
showing the mean and standard deviation across trials for various conditions
(ten runs for our approach and one run with a known map). Each row is
a different world configuration (Hydrant, Cone), sensing range, and spatial
relation in the natural language command. One of the hydrants was the goal
each time.

World
Sensing

Range (m)

Spatial

Relation

Success Rate (%) Distance (m)

Known Ours Known Ours

1H, 1C 2.5 null 100 100 4.7 16.6± 7.2

1H, 1C 2.5 “behind” 100 100 4.7 9.9± 3.4

1H, 2C 3.0 “behind” 100 100 4.6 7.6± 2.1

2H, 1C 2.5 “behind” 100 80 5.3 6.0± 1.4

2H, 1C 4.0 “nearest” 100 100 4.1 5.0± 0.4

2H, 1C 3.0 “nearest” 100 50 6.3 7.1± 0.6

commands to the robot: “go to the hydrant,” “go to the hydrant behind the cone,”

or “go to the hydrant nearest to the cone.” For each of these commands, we consider

different environments by varying the number and position of the cones and hydrants

(the room was otherwise free of obstacles), and by changing the robot’s sensing

range. For each configuration of the environment, command, and sensing range, we

performed ten trials with our algorithm. For a ground truth baseline, we performed

an additional trial with a completely known world model. We consider a run to be

successful if the robot’s final destination is within 1.5 m of the intended goal.

As in our simpler experiments on the Husky, our results on the Wheelchair (shown

in Table 7.2) demonstrate the utility of utilizing the extra information contained in

the language command to infer a distribution of maps, and using this distribution as

input to a belief space policy. We find that our algorithm is able to take advantage

of available relations (“go to the hydrant behind the cone”) to yield behaviors closer

to that of ground truth, compared to the command that does not provide a relation

(“go to the hydrant”). The distance traveled in the first two rows of Table 7.2 shows

a sharp decrease when using the additional information in the language.

When there is ambiguity in the command, for example the command “go to the
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(a) t = 0 (b) t = 4 (c) t = 8

Figure 7.6: Visualization of the landmark distribution over time for the command
“go to the hydrant behind the cone,” where the triangle denotes the robot, squares
denote observed cones, and circles denote hydrants that are either sampled (empty)
and observed (filled). Figure 7.6a: The robot starts off observing both cones, and
hypothesizes possible hydrants that are consistent with the command. Figure 7.6b:
the robot moves towards the left cluster, but after not observing the hydrant, the
map distribution peaks at the right cluster. Figure 7.6c: The robot then moves right
and observes the actual hydrant. This visualization is from a simulation run (for
illustration), but the robot experiments result in very similar distributions.

hydrant behind the cone” in a world with two cones in the environment (third row of

Table 7.2), the robot does not initially know which cone the hydrant is behind. In

this case the robot generates a bi-modal distribution of maps: some of the semantic

maps contain a hydrant behind the first cone, others contain a hydrant behind the

second cone. This is illustrated in Figure 7.6, where the policy begins with roughly

equal probability mass behind each of the two cones. When the robot travels behind

a cone and does not see a hydrant, the semantic map distribution down-weights those

particles. The policy uses this updated map distribution to select a new action, and

visits the area behind the other cone. After the robot detects the hydrant, the map

distribution converges to the true environment and the policy eventually declares

it is done following the direction. This explains our result on the robot: the robot

successfully recovers from any false assumptions (100 % success rate), but travels

slightly longer than the fully-known map case on average (7.64 m vs 4.58 m). This is

because in some of the trials, the robot goes behind the incorrect cone and recovers.

When the environment contained two hydrants (last three rows of Table 7.2),
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the robot trials exhibited an interesting failure mode that we did not expect. If the

robot detects one of the two hydrants before a cone, the semantic map distribution

then hypothesizes the existence of cones around the hydrant (using the relation in

the command). This leads to a behavior distribution peaked around the detected

hydrant, and the policy goes towards it without looking for the possibility of another

hydrant in the environment. This effect was most pronounced with shorter sensing

ranges (e.g., a 3 m sensing range for the command “go to the hydrant nearest to the

cone” resulted in the robot reaching the goal in only half of the trials compared to

a 4 m sensing range). Adding a simple behavior that checks for the existence of all

necessary landmarks for the direction (both the cone and hydrant) could fix this

behavior.

These results demonstrate the usefulness of utilizing all of the information con-

tained in the instruction, such as the relation between various landmarks in the

environment that can be helpful during navigation. We now describe experiments

that go beyond simple landmark-based commands and describe real world navigation

commands through indoor office environments that involve reasoning about previously

unknown regions such as kitchens and hallways.

Reasoning about regions in an office environment

In these experiments we go beyond object-based directions to command the robot

with directions that refer to human-centric regions in an indoor office environment

(for example, “go to the kitchen that is down the hallway”). This requires the ability

to detect and semantically label regions in the environment (e.g., kitchens, hallways),

reasoning about spatial relationships between them when hypothesizing possible

semantic maps, and following more complex natural language directions that include

more verbs and relationships to the goal region (e.g., “past the kitchen”). In this

experiment the wheelchair is operating on a floor of MIT’s Stata Center containing

several hallways, offices, lab spaces, and a kitchen on the same floor. We used the

automatic region segmentation presented by Hemachandra et al. [56], but placed

AprilTag fiducials [112] to identify the region type once the robot enters it. The

wheelchair starts with no map of the environment, and we directed it to execute the

instruction “go to the kitchen that is down the hallway.”
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Table 7.3: Experimental results on the MIT autonomous wheelchair in an
office environment. The command was “go to the kitchen that is down
the hallway.” This table shows the mean and standard deviation of the
distance traveled and time to reach the goal for each experimental condition:
known map (the robot starts with a complete map of the environment),
with language (the robot uses the implicit information in the command),
and no language (the robot does not use the implicit information). Again,
we see that utilizing the information in the language (our approach, With
Language) enables the robot to travel about the same distance as the known
map case.

Algorithm Distance (m) Time (s)

Known Map 13.1± 0.7 62.5± 16.6

With Language 12.6± 0.6 122.1± 32.5

No Language 24.9± 13.6 210.4± 97.7

We compare our framework of inferring semantic maps using the natural language

command against two other methods. One uses a known map of the environment in

order to infer the actions consistent with the route direction. The second method

assumes no prior knowledge of the environment (as with ours) but does not use

language to modify the map (it only searches for the goal). We performed six runs

with our algorithm, three runs with the known map method, and five with the method

that does not use language, all of which were successful.

The results of this experiment (measuring the distance traveled and total execution

time) once again show that our approach of planning in an inferred map distribution

enables performance that is close to operating in a fully-know map (Table 7.3). The

robot traveled about the same amount in our approach and when it had access to

a completely known map a priori, because it leveraged the knowledge about the

location of the kitchen contained in the natural language instruction. The semantic

map distribution reflected this knowledge by updating the hypothesized locations

of possible kitchens in the map particles once it detected the hallway (we show the

semantic map evolution over time in Figure 7.7). The robot took a longer time to

execute the command because it had to take a sequence of small actions, updating its

map distribution and solving the belief space policy after each action. By comparison,
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the known map condition traveled directly to the kitchen in a single action. The full

map of the environment, shown in Figure 7.8, was collected by driving the robot in

the environment manually. The approach that did not use language to update its

map distribution explored the environment more or less randomly until it located the

kitchen; as expected this resulted in poor performance according to both metrics.

Discussion

These experiments on the autonomous wheelchair along with those on the Husky

demonstrate the effectiveness of our approach of inferring a map distribution (using

the information contained in the language) and then using a belief space policy to

take a sequence of actions towards the goal. As with the rest of our work, this

relies on a formulation of natural language direction following as sequential decision

making. Effectively, we use language as a sensor that can hypothesize the parts of

the environment that are beyond the robot’s sensor range. The main difference is

that the policy must reason in the belief space of possible maps, since we infer a

distribution of possible environments. As the robot gains more information about

the world, it updates the map distribution before taking its next action. We have

shown that our approach results in performance in unknown environments that is

close to the performance of the robot operating in a fully-known map, simply by

leveraging the additional information that is implicitly contained in the language.

In cases where the language is ambiguous, we showed that our approach is able to

recover from initial false assumptions to follow the direction successfully.

This ability to reason about the parts of the environment that have not yet been

observed but are mentioned in a natural language direction is one important step

towards seamless human-robot interaction with lay users in environments that are

unknown to the robot. In addition, this explicit representation of the robot’s belief

(as a distribution of maps) could become a useful visualization tool by explicitly

representing the robot’s knowledge of the world in a human-understandable form.
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(a) t = 3

(b) t = 4

(c) t = 8

Figure 7.7: Visualization the evolution of semantic maps for one run on the robot,
for the command “go to the kitchen that is down the hallway.” Sampled regions
are drawn as small circles and visited regions are shown with the area filled in (lab:
green, hallway: orange, kitchen: blue). The robot first samples possible locations of
the kitchen and moves towards them (7.7a), then observes the hallway and refines its
estimate using the “down” relation provided by the user (7.7b). Finally, the robot
reaches the actual kitchen (7.7c) and declares it has finished following the direction.
For comparison the ground truth environment is shown in Figure 7.8.
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Figure 7.8: Full map of environment collected by driving the robot manually around
the environment. The regions are lab space (blue), hallway (yellow), kitchen (green),
and elevator lobby (red).
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Table 7.4: Direction following performance in simulation using belief space policy:
mean and standard deviation across trials for various conditions. Each row is a
different world configuration (Hydrant, Cone), sensing range, and spatial relation
in the natural language command. One of the hydrants was the goal each time.

World
Sensing

Range (m)

Spatial

Relation

Success Rate (%) Distance (m)

Known Ours Known Ours

1H, 1C 3.0 null 100.0 93.9 8.8± 1.7 16.8± 7.9

1H, 1C 3.0 “behind” 100.0 98.3 8.8± 1.7 13.4± 7.0

1H, 2C 3.0 null 100.0 100.0 11.2± 1.4 32.5± 18.5

1H, 2C 3.0 “behind” 100.0 99.5 11.2± 1.4 40.0± 29.7

2H, 1C 3.0 null 100.0 54.4 10.5± 1.8 21.6± 10.3

2H, 1C 3.0 “behind” 100.0 67.4 10.4± 1.8 18.7± 10.2

2H, 1C 5.0 “nearest” 100.0 46.2 9.2± 1.5 12.1± 5.8

7.4 Simulated Belief Space Experiments with

Parameter Variation

Next, we evaluate the entire framework through an extended set of simulations in

order to understand how the performance varies with the environment configuration

and the command. We consider four environment templates, with different numbers

of hydrants and cones. For each configuration, we sample ten environments, each

with different object poses. For these environments, we issued three natural language

instructions “go to the hydrant,” “go to the hydrant behind the cone,” and “go to

the hydrant nearest to the cone.” We note that these commands were not part of

the corpus that we used to train the DCG model. Additionally, we considered six

different settings for the robot’s sensing range (2 m, 3 m, 5 m, 10 m, 15 m, and 20 m)

and performed approximately 100 simulations for each combination of environment,

command, and range. As a ground truth baseline, we performed ten runs of each

configuration with a completely known world model.

Our method’s success rate and distance traveled by the robot for these 100

simulation configurations is shown in Table 7.4. We considered a run to be successful
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Figure 7.9: Distance traveled and success rate and for our approach in two simulated
scenarios, comparing our approach with no prior map against a completely known
prior map. With increasing sensor range, success rate improves and the distance
traveled approaches that of the full prior map.
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Table 7.5: Direction following performance in simu-
lation using belief space policy (mean and standard
deviation across 10 trials), for the command “go
to the kitchen that is down the hallway.”

Algorithm Distance (m) Time (s)

Known Map 12.9 ± 0.1 18.3± 3.5

With Language 16.6 ± 6.9 82.8± 10.6

Without Language 25.3 ± 13.0 85.6± 17.8

if the planner stops within 1.5 m of the intended goal. Comparing against commands

that do not provide a relation (i.e., “go to the hydrant”), the results demonstrate

that our algorithm achieves greater success and yields more efficient paths by taking

advantage of relations in the command (i.e., “go to the hydrant behind the cone”).

This is apparent in environments consisting of a single figure (hydrant) as well as

more ambiguous environments that consist of two figures. Particularly telling is the

variation in performance as a result of different sensing range. Figure 7.9 shows how

success rate increases and distance traveled decreases as the robot’s sensing range

increases, quickly approaching the performance of the system when it begins with a

completely known map of the environment.

The same interesting failure case occurs in simulation when the robot is instructed

to “go to the hydrant nearest to the cone” in an environment with two hydrants. In

instances where the robot sees a hydrant first, it hypothesizes the location of the cone,

and then identifies the observed hydrants and hypothesized cones as being consistent

with the command. Since the robot never actually confirms the existence of the cone

in the real world, this results in the incorrect hydrant being labeled as the goal.

For the command “go to the kitchen that is down the hallway,” we again evaluated

our method in simulation. We carried out the same comparison in a simulated

world comprised of an office, hallway and a kitchen (with the robot starting off in

the office). We achieved similar results to our real world experiments; our method

achieved comparable results to the known map method while outperforming the

method without language (Table 7.5). Each trial represents ten runs.
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7.5 Discussion

First, we demonstrated our approach of using a policy to follow natural language

directions through an unknown environments on CoBot, an autonomous platform

that has demonstrated impressive long-term deployments and interacts with users on

a regular basis. While these anecdotal experiments did not address many important

issues such as perception and online mapping, it did demonstrate that sequential

decision making is successful at following natural language directions, and most

importantly that our approach can generalize to novel environments the robot had

never seen. We used imitation learning to train a policy, using data that had

been collected at MIT, and then applied that policy (without any modifications)

to a completely different environment at CMU. The policy successfully followed

natural language directions through an unknown unstructured environment, and also

demonstrated backtracking to recover from errors.

CoBot has already demonstrated long-term deployments and many real world

cases of user interaction, which makes it an ideal platform for investigating future

integration work with our approach. Adding a control interface for CoBot driven

primarily by speech and natural language would provide extensive data on real world

usage and performance of our approach to following natural language directions.

Furthermore, since people already rely on CoBot to perform tasks, it would serve as a

great experimental platform to extend our approach to other tasks (beyond following

directions), and improve human-robot interaction through natural language.

Second, our demonstration of the semantic mapping capabilities from Chapter 5,

combined with our belief space policy from Chapter 6 on two different robots (the

Husky and the MIT autonomous wheelchair) showed that inferring a distribution of

maps (from the information contained in the natural language) and using it to follow

the directions can lead to performance that is comparable to following directions with

a completely known map. These platforms use a camera-based perception system

and a laser-based online mapping framework, with the help of fiducials for object

classification. We demonstrated the ability to reason about objects (e.g., cones,

hydrants), regions (e.g., hallways, kitchens), and the relationship between them (e.g.,

behind, down). Our approach is agnostic to the specific perception and low-level

planning systems on the robot platform.
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We presented physical experiments on the Husky and Wheelchair across several

different scenarios, repeating multiple trials on both platforms. Additionally, our

simulated experiments provide more extensive results, and more importantly show

that our approach performs well across a wide range of parameters such as the sensing

range. These results demonstrate that language contains useful information about

the world that can be used to infer a distribution of maps. Additionally, we showed

that this approach can handle ambiguous directions, such as a direction that does not

specify which object the goal may be behind. By updating the distribution of maps

and reasoning in belief space as the robot gathers more information, our approach can

recover from false initial assumptions (in this case, going behind the wrong object)

to successfully follow complex natural language directions.

In the following chapter we present another real world application of our approach

to understanding natural language instructions, this time in a large-scale outdoor

environment. This system integrates a complete mapping and perception pipeline

(with semantic image labeling and 3D LIDAR scanning), a cognitive architecture

for prediction and long-term planning, and our natural language understanding

approach. As we will show, this complete integrated approach enables us to successfully

follow complex natural language directions through unknown unstructured outdoor

environments.
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Chapter 8

Integrated Demonstrations on an

Autonomous Outdoor Robot

To achieve great things, two things are

needed: a plan and not quite enough time.

Leonard Bernstein

We now present an extension of our work on imitation learning for natural language

understanding to a robot operating in a large unstructured outdoor environment. As

in previous chapters, the robot starts with no knowledge of its environments and

must make decisions using the information it has collected so far. The perception

systems in this chapter are a combination of an image-based semantic classifier and

a 3D point cloud object detector. One key difference from our previous approach

is that in this chapter we learn to ground language to the space of plans instead of

mapping language to actions:

π = argmin
plans

cost (plan | language,world) . (8.1)

The world representation in this chapter is a more complex representation of the

environment the robot is operating in. It will include objects detected by the various

perception systems running on the robot, as well as predictions of some parts of the

environment. After the robot selects the minimum cost plan, it begins to execute it.
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Navigate quickly to the back of the 
building that is behind the car. 

Figure 8.1: The Husky robot platform executing a natural language command in an
outdoor environment.

As in prior chapters, we will continuously update the world model and replan as the

robot gathers more information about the world.

This chapter is drawn from a previous publication by Oh et al. [111] as part of the

Robotics Collaborative Technology Alliance (RCTA) project. We present a summary

of our approach and the system description as a service to the reader, and defer to

the paper for full details. The specific contributions of this dissertation to the RCTA

project are:

• a cost-based planning algorithm that takes into account language landmark

constraints (e.g., “left of,” “around”), or a navigation mode (e.g., “quickly,”

“covertly”),

• a method for learning the planner cost function using imitation learning, and

• features for reasoning about the navigation mode.

We begin with an overview of all the system components in Section 8.1, then present

experimental results collected over several field trials in an outdoor training facility

consisting of a simulated town in Section 8.2. We then highlight key differences to

our previous approaches and present a summary in Section 8.3.

This chapter addresses natural language command of an autonomous mobile

robot operating in an outdoor environment consisting of buildings, cars, and other

objects such as traffic barrels and fire hydrants. For example, we show one possible

command in Figure 8.1. In addition to specifying a goal landmark, the natural
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Figure 8.2: Our intelligence architecture for human-robot teams.

language command also describes any specific constraints to obey during execution

(e.g., “keep left of the car”), and also a desired behavior for the robot to maintain

while it is traveling (e.g., moving “quickly” or “covertly”). The robot must then infer

a plan that takes it to the intended destination, while obeying the explicit constraints

and exhibiting the desired behavior.

8.1 System Overview

We have integrated multidisciplinary components into a combined intelligence ar-

chitecture that enables a robot to perform high-level cognitive tasks specified in

natural language in an unknown environment. We leverage recent developments

from the fields of cognitive architectures, semantic perception, and natural language

understanding. This architecture is platform-independent and flexible to implement

various tactical behaviors (for example navigation, search, or manipulation).

Our system architecture, shown in Figure 8.2, is tightly coupled to the world

model [37]. The architecture consists of a hierarchy of tasks at three levels: mission,

attention, and interaction. Every task is a computational node that encapsulates a

particular functionality: each node interleaves perception, planning, and execution
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Navigate covertly left of the building !
 <action>   <mode>    <action-constraint>!
!

to a traffic barrel behind the building. !
    <goal>              <goal-constraint>!

Figure 8.3: An annotated Tactical Behavior Specification (TBS) command. The TBS
is a semantically annotated clause, similar to Spatial Description Clauses.

monitoring. At each level, the world model stores all of the data for matching the

task’s pre- and post-conditions. The world model also stores resource models for the

robot, the current task/subtask execution trace (for monitoring and inspection), and

the history of this trace (for offline learning).

Mission Level: The tasks at the mission level implement specific doctrines, and

mimic human functionality. The tasks determine how to sequence atomic actions

at the next level down in order to achieve the mission. The basic actions are pre-

determined, but the challenge is to figure out when and how to apply these templates

to particular cases, or to modify actions based on situational awareness and context.

The world model includes state data that represents contexts and situations as well

as tasks and subtasks that are planned and being executed.

Attention Level: The mission-level tasks call attention-level tasks to navigate

from place to place, grasp and manipulate objects, and perceive semantic objects

and hazards. Rather than encoding doctrines, the reasoning at this level is primarily

geometric. For example, a task reasons about how to move a manipulator to avoid

obstructions and get into position to grasp an object. The world model includes grids

of hazard data (interpreted relative to a particular robot model), semantic objects

such as doors or buildings, scrolling maps, and planned/executing tasks and their

sub-goals.

Interaction Level: The attention-level tasks call interaction-level tasks to move

the robot. Tasks at this level are essentially controllers, and typically cycle at 10 Hz

or faster. At this level, the world model includes robot kinematics and dynamics, as

well as metric data such as geometric shape, appearance, and material properties for

objects in the world.
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Natural Language Input

The system accepts as input free-form natural language commands. Just as we did in

Section 3.1, we convert the natural language command into a sequence of structured

clauses. For this application, we developed a new structured clause called the Tactical

Behavior Specification (TBS). It consists of the following fields:

• action: the high-level behavior. We focused on navigation, but this could be a

search or observe behavior

• goal: a landmark in the world that specifies the destination

• goal constraint: relative location of the goal landmark with respect to other

landmarks in the world (to clarify which landmark to use as the goal)

• action constraints: list of constraints to obey while following the direction

• mode: desired behavior to obey while performing the task

By extracting these semantically meaningful terms from the command, we will

again be able to reason separately about the various components in the command.

For illustration, Figure 8.3 shows the TBS representation for the natural language

command “navigate covertly to a traffic barrel behind the building while staying left

of the building.” In this work we convert the natural language direction into this TBS

form using a variant of the Hierarchical Distributed Correspondence Graph (HDCG)

model [59].

Perception

The robot (ClearpathTM Husky) is equipped with a 2D camera (Adonis) and a 3D scan-

ning LADAR sensor (General Dynamics XR). The LADAR sensor is mounted 0.7 m

above ground which creates approximately 4 m radius dead zone around the robot.

To remedy this, we installed a 2D scanning laser (Hokuyo UTM-30LX) at 0.25 m for

obstacle detection in this dead zone. The camera is used for scene classification and

identification of objects in the robot’s field of view. The perception labels are: wall,

grass, asphalt, concrete, traffic barrel, car, gas pump, and fire hydrant. The output of

the classifier is then mapped to the LADAR point cloud to render a colorized point

cloud.

Our camera-based scene classifier was developed by Munoz et al. [107]. This
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Car 

(a) Semantic image classification and labels.

traffic	  barrel	  

fire	  hydrant	  

car	  

unknown	  

Object 1 Object 2 

(b) Point cloud object detection.

Figure 8.4: Semantic perception capabilities on the Husky robot, using a 2D image
classifier (8.4a) and a point cloud based classifier (8.4b).

method operates by super-segmenting the image, predicting a distribution of labels

for each small region, and refining the classifier at progressively coarser levels. We use

the most probable label for each of region to label the image, Figure 8.4a shows one

classified image. Since this scene classifier labels pixels but does not detect individual

objects, we project the image classification into the 3D point cloud to separate labeled

pixels into discrete objects.

The 3D perception has two purposes: detecting walls and clustering pixels into

objects. To detect walls the system looks for planar surfaces using RANSAC [48].

Neighboring walls can either be merged or connected via corners. This will provide

the basic structure that compose buildings. To form objects, we cluster pixels using

the Euclidean distance in the Point Cloud Library [136], and use Naive Bayes to

classify each cluster according to the distribution of class labels generated by the

image classifier, as shown in Figure 8.4b.

Prediction

Because the robot is operating in an unknown environment, it will not have complete

knowledge of the landmarks around it. Our grid-based planning algorithm requires
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Figure 8.5: Building and landmark prediction using partial information. Using a view
of the front of the building (left), the robot extracts from its point cloud clusters of
walls (center). Then, the cognitive architecture predicts (right) the remainder of the
building based on examples in its declarative memory, and the location of the goal
landmark (traffic barrel) using the information in the TBS.

a complete world representation, so we predict unknown parts using the sensor

information available to the robot. The prediction module attempts to predict two

things: the complete shape of buildings around the robot (even though it may only

see part of it), and the possible locations of unknown landmarks that would obey the

natural language command.

The robot first predicts the entire shape of the building using clusters of walls

it has previously detected (described above). For example, in Figure 8.5 the robot

can initially only see the front of the building. To reason effectively about where the

goal could be, it generates a prediction of the entire shape of the building, including

the parts it cannot yet see (in this case, the side and back). We use a cognitive

architecture (ACT-R [7]) to generate this prediction, by matching the data it has

to geometric patterns in its declarative memory. These patterns are compiled from

training data of buildings around the test site. We update the predicted shape of the

building as it gathers more information.

Once we have a complete prediction of the building geometry, we predict the

possible location of any necessary unknown landmarks. More specifically, if the goal

landmark has not been detected we use the information contained in the TBS (the

goal and relation fields) to determine a possible location for the goal. This predicted

151



8. Integrated Demonstrations on an Autonomous Outdoor Robot

object will be used by the assumptive planner to plan a path to the goal.

Natural Language Reasoning

Once the perception system detects objects and the prediction module generates

a (possible) complete model of the environment, our natural language reasoning

component first grounds the landmarks in the TBS to objects in the world, then

produces a costmap for the TBS constraints. The planner will then combine this

costmap with others (such as obstacle avoidance) and optimize the combined costmap

to generate a full path to the goal.

The grounding component addresses the question of which landmarks in the world

correspond to the ones in the TBS. We associate each landmark in the TBS command

with an object in the world model by taking into account the landmark name (in the

TBS) and the object label (its semantic class). We additionally use any given spatial

constraints (the goal constraint TBS field) to reason about the relationship between

possible goal objects and neighboring objects, using spatial features describing the

relative geometry between both objects (e.g., “behind the car”). This component

grounds the landmarks described in the TBS to objects in the world model.

The spatial navigation components addresses how to travel such that the resulting

path obeys the linguistic command. We treat this problem as learning a mapping

from linguistic terms (such as “left of,” “around,” or “covertly”) to a cost function f

that can be used to generate the costmap for any cell in the grid. More specifically,

given a TBS spatial term σ, the robot solves the planning problem of finding the

minimum cost path ξ∗ under the cost function fσ:

ξ∗ = argmin
ξ∈Ξ

fσ (ξ) (8.2)

= argmin
ξ∈Ξ

wTσ φ (ξ) (8.3)

where the set of valid paths is Ξ, and we assume that the cost function fσ takes

the form of a linear sum of features φ under weights wσ. The features describe the

shape of the path, the geometry of the landmark, and the relationship between the

two [158].

We use imitation learning to learn the weights wσ from a set of N demonstrated
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High 

low 

(a) Constraint “left of.” (b) Mode “covertly.”

Figure 8.6: Learned navigation cost functions and resulting paths (drawn in black,
starting at the pink plus symbol) for the navigation spatial constraint “left of” and
the navigation mode “covertly”. The red rectangles are outlines of buildings.

paths {ξ̂i}N1 . To do so, we minimize the difference between the cost of the expert’s

demonstrated path ξ̂ and the minimum cost path under the current cost function.

This can be written as the following loss function:

`
(
wσ, ξ̂

)
= wTσ φ(ξ̂)−min

ξ∈Ξ
wTσ φ (ξ) +

λ

2
‖wσ‖2 (8.4)

with regularization parameter λ. This Max Margin Planning formulation [121]

learns the cost function that we use to generate paths obeying the natural language

constraints. Figure Figure 8.6 shows two sample costmaps for the terms “left of” and

“covertly.” Note that the covert mode is not a well-specified concept, but we can

nevertheless learn this behavior from demonstrations of desired paths. The resulting

costmap for each behavior can be used by the planner to generate a minimum cost

path (shown in black) that reasons about the user’s natural language constraints.
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Table 8.1: Several TBS commands used in the experiments. These
commands are in semi-structured English.

Navigate quickly to a car that is near the fire hydrant.

Navigate quickly to the building that is near the traffic barrel.

Stay to the left of the building; navigate quickly to a traffic barrel that

is to the back of the building.

Stay to the right of the car; navigate quickly to a traffic barrel that is

behind the car.

Stay to the left of the building; navigate quickly to a fire hydrant that

is to the left of the building

Stay to the right of the car; navigate covertly to the right of the

building that is behind the car.

8.2 Experimental Results

The examples and results reported in this section are based on outdoor experiments

conducted in a 1 km2 training facility located in central Pennsylvania, that includes

12 buildings in a simulated town. The simulated town contains a gas station (with

gas pumps), and we can further vary the situation by moving cars, traffic barrels,

and fake fire hydrants into the scene.

The dates of the experiments spread between December 2013 to August 2014 with

varying conditions in terms of weather, sunlight, background, and terrain conditions.

This included several runs after heavy snow, arguably more uncomfortable for the

experimenters than the Husky robot. In these experiments we used semi-structured

English commands as commands to the robot, Table 8.1 lists some of the commands

used. We commanded the robot with 30 unique natural language commands over 46

different runs. We present a summary of the experimental results in Table 8.2. A

majority of the runs were successful, and traveled a significant distance through the

initially unknown environment. Common causes of failures in the 11 incomplete runs

included network communication problems, platform errors, or operator intervention

(due to unsafe commanded plans).

To illustrate two individual runs, we show in Figure 8.7 visualizations from different
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Table 8.2: Overview of results on the Husky robot plat-
form.

Number of unique TBS commands 30

Total number of runs 46

Number of successful runs 35

Number of incomplete runs 11

Distance traveled per run (m) 21.0± 14.3

Number of runs traveled more than 30m 11

gravel grass 

wall 

Predicted  
         goal 

Detected  
         goal 

traffic barrel 

(a) Navigating to a traffic barrel.

Car 

Car 
(false) 

Building 

Building 

(b) Navigating to a building.

Figure 8.7: Illustration of two separate runs. The commands are “Keep to the left
of the building; navigate to a traffic barrel that is behind the building” (8.7a), and
“Keep to the right of a car; navigate to a building that is behind the car” (8.7b).

parts of the run for two commands. The first command (“Keep to the left of the

building; navigate to a traffic barrel that is behind the building” in Figure 8.7a)

shows the robot detecting the front two walls of the building (top left panel) and

predicting the rest of the building using the cognitive architecture (top right). In

addition, the robot predicts a goal location and then plans a path to this goal that

obeys the constraints (“left of the building”) specified by the command. After the

robot rounds the corner it detects the actual traffic barrel (bottom left panel). It

replaces the predicted goal with the detected object and executes the remainder of

the plan (bottom right).

The second command (“Keep to the right of a car; navigate to a building that is
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behind the car” in Figure 8.7b) shows one of the longest runs the robot completed.

The robot first had to detect cars in order to determine which building to navigate to.

Even though the robot incorrectly perceived a car on the right, it correctly associated

the TBS action constraint landmark to the correct object in its world model. The

right panels shows the resulting coarse costmap for the constraint (“right of the car”)

and the final path.

8.3 Chapter Summary

This chapter presented an extension of our work on natural language understanding

to large-scale outdoor environments. This dissertation’s contributions were a small

part in a much larger architecture that includes a full semantic perception system, a

cognitive architecture for prediction and long-term planning, and spatial reasoning.

Each individual module interfaces with a common world model. This chapter presented

several anecdotal runs of the robot in a variety of real world conditions.

This project taught us some valuable lessons. First, it was very important that

our approach to natural language understanding make few assumptions about the

structure of environment or robot capabilities. Our general approach was easy to

extend to this scenario, even though the optimization problem was significantly

different (optimizing over paths, not single-step actions). Second, the scenarios

presented here highlight the need for prediction of the relevant parts of the world

(unknown parts of the building and goal landmarks). Third, the tight integration

necessary between all the components required many iterations of implementation

and testing in the field.

The work in this chapter is another step towards enabling human-robot teams

to work together towards increasingly complex tasks. To enable robots to become

full-fledged teammates, they will need to perform complex tasks that requires a

semantic understanding of the world, high-level cognitive reasoning, natural language

understanding, and the ability to work in unknown environments.
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Chapter 9

Summary, Contributions, and

Future Work

There are other Annapurnas

in the life of men.

Maurice Herzog

The experimental results presented in Chapters 7 and 8 provide experimental

validation of our framework for following natural language directions across a variety

of robotic platforms. These robots operate in a variety of environments (some of

which are novel to the robot) and follow a variety of natural language commands.

We demonstrated that robots can understand directions in completely unknown

environments, discovering landmarks as they follow the direction. If the command

contains implicit information about the environment (for example, the location of

a landmark the robot cannot yet see), the robot can use this information to infer a

suitable distribution of world models. Additionally, the corpora-based experiments

from Chapters 4 and 6 demonstrate our approach in a more controlled (and repeatable)

setting, with many more natural language directions.

We finish by summarizing this dissertation (Section 9.1) and its contributions to

the field of robotics (Section 9.2). We then present several interesting directions for

future research (Section 9.3), and conclude with some parting thoughts (Section 9.4).
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9.1 Dissertation Summary

This dissertation addressed the problem of enabling autonomous robots with realistic

perception to understand natural language directions. The prior approaches we

studied (Chapter 2) fall into two broad categories: approaches that require a full

map of the environment ahead of time, and approaches that do not require a map

but have only been applied to highly structured environments (such as simulated

environments or buildings without landmarks). Following natural language directions

in unstructured unknown environments is a difficult problem because the robot must

make decisions using a partial representation of the environment that it builds up

incrementally. The robot must take a sequence of actions that explore the environment

and follow the natural language direction.

We formulated this problem as one of decision making under uncertainty (Chap-

ter 3), in which a policy commands actions to the robot using its knowledge of the

world so far. We first made the problem of understanding natural language tractable

by exploiting the structure inherent in directions: they are sequential and each clause

refers to different meaningful terms. In this dissertation, we exploited this structure

by modeling a complex natural language direction as a sequence of semantically

annotated clauses (Spatial Description Clauses). Each clause contains an annotation

of the verb, landmark, and spatial relationship present in the direction. In our later

work, we extended this structure to include information about navigation landmarks

the robot would see along the way. This decomposition enables the policy to reason

efficiently about long directions.

The policy relies on a partial map of the environment that combines metric,

topological, and semantic layers. This map is then used to generate a set of valid

actions for the robot. Some actions represent information gathering (traveling to an

unknown place), backtracking (traveling to a previously visited place), or declaring

the robot has finished following the direction (the stop action). Explicitly reasoning

about the stop action enables us to follow directions in unknown environments without

exploring the entire environment. The policy selects the lowest-cost action to execute

on the robot, using a cost function that is a linear combination of features of the

state-action pair. These features numerically relate the natural language command

to the action under consideration, and more importantly features enable the policy
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to generalize to new directions and even new environments.

We presented an approach for training the policy through imitation learning,

using human demonstrations of following directions (Chapter 4). Imitation learning

is especially well suited for unstructured environments: engineering (and tuning) a

system to reason about a complex environment would be time consuming, whereas

collecting human demonstrations is much less expensive. We demonstrated it is

possible to use imitation learning to train policies that follow natural language

directions, and that the resulting policy encapsulates a person’s complex decision

making when following directions.

The training phase of our approach collects the policy’s decisions in an unknown

environment. While this approach requires more implementation effort, learning in

unknown environments trains the policy to reason about the uncertainty in the map,

and ensures the data available to the policy at test time is similar to what the policy

was trained on (as opposed to approaches that train on complete environments and

remove the map at test time).

Furthermore, the policy can learn to recover from mistakes by using demonstrations

of both successes and failures. This ability to recover is especially important when

dealing with unknown environments, as the policy is more likely to make a mistake.

Learning this requires making mistakes at training time and receiving demonstrations

of the correct behavior. While the expert demonstrations generally do not contain

failures, we showed a simple approach for inferring a complete expert policy and use

it to include training examples from states where the learned policy made a mistake.

Using training data from both good and bad states enables us to learn a policy that

can recover from errors.

We evaluated our approach on a corpus of directions in Section 4.5, where we

demonstrated the performance of policies that follow natural language directions

through unstructured unknown environments. Through quantitative and qualitative

results, we showed the benefit of various features in our representation, as well as the

importance of learning error recovery.

This dissertation then introduced the notion of language as a sensor in Chapter 5.

This extends our approach to handle complex instructions that convey information

about both the task (what the robot should do) but also about the world (what

objects are still undetected). We proposed to use language to infer a distribution of
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maps that provide a hypothesized view of the environment beyond the robot’s sensor

range.

We showed how to use this distribution of possible environments, extending our

policy to reason about a distribution of possible landmarks in Chapter 6. We presented

a novel imitation learning approach for learning these belief space policies, once again

using demonstrations of people following directions. We showed that this approach

outperforms the standard policy when the directions contain additional information.

In essence, our results show that leveraging the additional information contained in

language to hypothesize a distribution of maps enables performance that is close to

that of having a fully-known map.

Chapters 7 and 8 presented some illustrative demonstrations on various integrated

robot platforms, operating indoors and outdoors. These highlight the generalizability

of our approach across various robot platforms with different sensing configurations.

We also presented more extensive simulated results that varied parameters such as

the sensing range, providing a clearer picture of the performance of our approach

compared to operating in a completely-known map.

9.2 Contributions

This thesis contributes a framework for understanding and following natural language

through unstructured unknown environments. While prior work focused on the prob-

lems of following directions through known unstructured environments or unknown

structured environment, our approach is the first to address the problem of following

natural language directions through unstructured and unknown environments. In

this section we highlight our scientific contributions to the fields of human-robot

interaction (HRI) and cognitive robotics, grounded language acquisition, and belief

space reasoning and learning. Specifically, we show how robots can follow natural

language directions, use language as a sensor, as well as reason (and learn) in belief

space. Additionally, this chapter will highlight several key lessons learned while

conducting this research.
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Following natural language directions

To enable robots to follow natural language directions through unstructured unknown

environments, we presented a novel formulation of this problem as sequential decision

making under uncertainty. In this formulation, a policy makes a sequence of decisions

using only the partial map information it has collected. This is in contrast with

planning approaches that optimize complete paths in the environment (requiring a

full map), or parsing approaches that convert natural language to formal controllers

representing the intent of the command (and have only been applied to highly-

structured environments). Our approach is much more flexible, and has the following

beneficial properties:

• our approach does not require an a priori map of the world,

• our approach makes no assumptions on the structure of the environment,

• our approach is agnostic to robot platform, sensor configurations, and underlying

low-level planners,

• our approach can learn the meaning of arbitrary words (provided there are

demonstrations of it),

• our approach learns policies that reason about the unknown parts of the

environments,

• our approach learns policies that can recover from mistakes,

• our approach produces policies that generalize to different directions, and even

new environments.

Together, these properties provide an efficient and novel solution to the problem of

following natural language directions through unknown environments. Additionally,

we presented a novel imitation learning approach to grounded language acquisition.

Our approach trains policies to reason about uncertainty and recover from mistakes,

using demonstrations of people giving and following directions.

We demonstrated that our approach learns policies that can successfully follow

natural language directions in unknown unstructured environments. We have shown

that these policies can generalize to new directions, and can even transfer to new

environments the robot has never encountered before. We furthermore demonstrated

this approach on several robots: CoBot (an indoor symbiotically autonomous robot)
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operating at CMU, an autonomous wheelchair operating at MIT, and the Husky

robot operating in large-scale unstructured outdoor environments. Our approach is

independent of the particular platform, its sensing capabilities, or low-level planner.

Because of our decisions to remain independent from the capabilities or configuration

of a single platform, we were able to easily generalize our approach across a variety

of robots.

More generally, one of the important insights of this work is that human-robot

interaction can be formulated as a problem of sequential decision making under

uncertainty, with several key benefits. First, we can train a policy to make good

decisions using only the information available so far, and make new decisions after the

robot receives new information about the world. Second, rather than coding complex

error recovery behavior, the policy can represent error recovery naturally by using

additional actions. As we will show in the future work, this could include dialogue

with a user. Third, this formulation is efficient: we do not need to plan for long

horizon trajectories that would likely become invalid as soon as the robot gains new

information. Fourth, imitation learning in the context of sequential decision making

has been well studied (our approach is one such application), and imitation learning

could be an efficient way to train complex HRI system. While this thesis focused

solely on the problem of understanding natural language directions, this general

approach of modeling human-robot interaction as making a sequence of decisions

could be useful for a wide range of HRI problems.

Using Language as a Sensor

We are the first to introduce the notion of language as a sensor, enabling robots to

infer a suitable explicit world model that can improve its performance.1 We showed

that some natural language commands contain both explicit information about the

task (what the robot should do), but also implicit information about the world

(what the robot will see). For the problem of following natural language directions,

treating language as a sensor enables a robot to explicitly model the uncertainty in

the unknown parts of the environment by utilizing the information already provided

in the natural language direction. We then contributed a novel approach to inferring

1This is a joint contribution with Sachithra Hemachandra, Thomas Howard, and Matthew Walter.
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a distribution of maps and behaviors from a natural language command, by utilizing

the information in the language about the world to hypothesize the location of

landmarks. Then, we utilize the information in the language about the task to infer

a distribution of behavior constraints under this distribution of maps. We use this

inferred distributions in a belief space policy that reasons about a distribution of

landmarks to follow the direction. Similarly to our early work, the robot updates its

world representation as it travels through the environment and senses new landmarks.

Our approach of learning to mine language for additional information about the

world enables performance on robots that is comparable to the performance when a

fully-known map is available.

This area of research has potential for many more contributions in the field of

grounded language acquisition, we will highlight some of these in Section 9.3.

Belief Space Reasoning and Learning

Our approach of leveraging the implicit information to infer a map distribution

enables robots to successfully follow directions that are more complex by explicitly

representing the uncertainty about the world. To handle this uncertainty, we presented

a belief space policy that is an efficient solution to the problem of reasoning and acting

in a state distribution. This policy is fast and efficiently makes use of the information

provided in the map distribution by reasoning about the uncertainty inherent in the

information available. To learn this belief space policy, we present a novel formulation

of inverse reinforcement learning in belief space that uses a kernel embedding of the

action feature distribution. This approach learns a belief space policy from human

demonstrations, and captures the expert’s behavior given the uncertainty in the

environment. It enables the policy to handle more complex commands that may

have some ambiguity (at least from the perspective of the robot). Our experiments

demonstrated that the ability to reason and learn in this belief space enables robots

to recover from false assumptions they make when following directions.

Applying imitation learning techniques to learn from a distribution of data is a

similarly promising avenue for future research.
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9.3 Future Work

While the contributions outlined above further the state of the art in natural language

understanding for robots, there are scenarios that were beyond the scope of this

dissertation that would be interesting future problems to address. Additionally, our

findings raise new scientific questions that are promising avenues for future research.

These future research topics lie along several dimensions: handling more varied natural

language commands, dealing with more complex integrated robot systems (that may

have more sources of uncertainty), and improving the human-robot interaction. In

this section we detail several future work ideas, and how we might begin to address

them.

Handling complex language directions

One shortcoming of this dissertation is that all commanded directions were fairly

simple by design. Dealing with more complex language can be done at several levels,

and a successful solution will likely be a combination of:

• mapping complex language to a simpler (SDC-like) representation. In many

cases complex language contains utterances that are not necessary to follow the

direction correctly.

• learning the meaning of more verbs and spatial relationships by increasing the

amount of training data.

• improving the object co-occurrence reasoning component, to better handle

references to arbitrary landmarks.

• building better priors over landmark locations given a language command, to

better guide the policy. This could even be extended such that a robot may not

need to perceive a particular landmark if the belief distribution is well localized.

These improvements would require a mix of expertise in Natural Language Processing,

Semantic Mapping, Imitation Learning, and Belief Space Reasoning. Fortunately

because our approach is modular (the components are independent from one another),

we can replace one module easily to better handle certain cases and re-evaluate our

approach.
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Dealing with incorrect or highly-ambiguous directions

In this work we have assumed the directions given by the user are correct: they do not

contain mistakes, and the direction contains enough information to follow it correctly.

When these assumptions do not hold, our current approach will generally do poorly.

The major reason is that the transition between clauses (with the stop action) is final:

when the policy transitions from one SDC to the next the policy never considers it

could have made a wrong decision. This wrong decision could have been caused by a

single SDC that was very ambiguous (with multiple possible options), a landmark

mentioned by the user that cannot be detected by the robot, or the policy could have

simply made a mistake.

In this case, after it transitions to the next SDC the policy will be forced to

follow the remaining clauses even if it receives more information that makes it clear

the policy made a mistake early. This is because we do not currently have a way

to recover from errors in the stop action. For instance, a robot following a long

direction may turn into a hallway, transition to the second SDC in the direction,

and after a few more actions notice the hallway is a dead end. The best response

would be to backtrack across SDCs (back to the previous SDC), return to the original

starting point, and use this newly-gathered information to better follow the direction.

Enabling the policy to reason beyond myopic single-SDC segments when following

directions would make this approach much more robust.

One way of accomplishing this would be to enable the policy to consider any of

the previous SDCs when making a decision by reasoning in the belief space of ways to

follow the direction. In this setting, the policy could consider a set of actions for all

SDCs instead of only the current one, and represent the likelihood of the command

being correctly-followed under the map known so far. In the above scenario, after the

policy realizes the hallway is a dead end it could still consider an alternative action

for the first SDC. This process could be made efficient using samples from the belief,

for example using a particle filter. Essentially, this would allow the policy to consider

that it made a mistake at the transition point and consider many more possibilities.

Reasoning about directions that are incorrect (i.e., contain mistakes) is more

challenging. For example, people sometimes confuse directions (left instead of right),

provide references to landmarks that are no longer present (e.g., “turn left where
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the statue used to be”), or under-specify the command (e.g., “find the stairs”). We

can already begin addressing some of these issues using our map inference approach,

especially for cases relating to landmarks (by hypothesizing possible locations and

following the direction in a distribution of maps). For completely wrong directions,

one approach would be to learn a model of how people make mistakes when giving

directions, and combine it with the ability to reason across the entire direction

described above. When the robot begins to observe an environment that does not

match the given direction, the possibility that the direction contains a mistake would

increase.

Grounding to task parameters

In Chapter 8 we mapped language to the navigation mode for a robot navigating to

a goal (in this instance, quickly or covertly). These language-based task parameters

do not explicitly prescribe what to do, but rather how to do it. There may be

interesting scenarios where the task is known, but we can use language to determine

the parameters of the task. Manipulation is another setting where language can be

used to convey information about how to grasp or manipulate an object (e.g., gently,

keeping the object upright, staying away from something, etc.). While some of these

task parameters are evident, others may require learning from demonstrations.

Increasing the amount of natural language interaction

While this dissertation is an important step towards effective human-robot collab-

oration using natural language, a strong limitation is that the natural language

interaction only happens once, and always from the user to the robot. The user

commands the robot with a direction, and the robot is expected to execute it without

any further information from the user. Two ways of increasing the amount of natural

language interaction are enabling the robot to take further directions from the user

during execution, and adding a dialogue component.

When the user is monitoring the robot during execution (for example while sitting

on the autonomous wheelchair), he or she has the opportunity to provide more detailed

descriptions of the environment, or even give further directions while the robot is

executing the desired task. For example, the user could provide a rough direction at
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the beginning, and then provide more accurate descriptions of the environment when

they are relevant. Additionally, the user could modify their instruction or provide

a new one entirely. One such modification could occur if there is some ambiguity

and the robot (unsure about where to go) selects the wrong option (for example,

the robot chooses the wrong hallway to travel down). In this case, the user could

easily provide a modification to the task (for example, saying “not that hallway”).

Our current formulation could handle both of these additional inputs by enabling the

semantic mapping framework to continuously accept and process new annotations.

Human-robot dialogue would be another avenue for increasing the amount of

language driven interaction. Many approaches have studied dialogue in human-robot

teams, and ours is well suited to the problem because we represent the uncertainty in

the world explicitly (by reasoning about the distribution of possible environments).

When there is high uncertainty in this representation and the robot could gain a lot

of information from the user, asking a question may be one possible action the robot

considers. This would enable the robot to ask clarifying questions or request further

information from the user.

Applications to other tasks and domains

This thesis focused on the problem of following natural language directions through

unknown environments. However, the techniques of using language to command

robots and learning a sequential decision making policy could be applied to other

tasks and domains. For example, cooperative manipulation tasks (where the robot

is assisting a user by carrying something) would benefit from a natural language

interface. The user can explicitly describe what they expect the robot to do using a

natural language command, without relying on complicated operator interfaces or

implicit information like forces.

Similarly, natural language could enable robots to perform complex household

tasks in assistive settings. These robots may need to perform a variety of tasks

ranging from manipulation (e.g., picking up an object), navigation (e.g., autonomous

wheelchair going somewhere), search (e.g., looking for an object), and many others.

Rehabilitation robotics will be an increasingly fruitful area of research into effective

interaction modalities, and it is likely that speech will play an important role.
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Reasoning about perception uncertainty

We purposefully limited the scope of this dissertation to not include reasoning about

perception uncertainty, but this area holds the promise for more future work. In

this thesis we used several perception systems: a simulated perception system (in

Section 7.1), a fiducial-based perception system (in Sections 7.2 and 7.3), and a

fully-integrated semantic perception system (in Chapter 8). However, our model

of the world assumes that the robot’s perception system only returns the object’s

landmark and geometry, with no uncertainty (these can update as the robot moves,

but we do not explicitly make use of any uncertainty information from the perception

system).

Dealing with perception uncertainty is a challenging problem and will require

improvements to the policy. One approach would be to optimize over the expected

perceived object, by taking into account the likelihood of various possible observations.

Alternatively, using knowledge about the relationship between nearby objects (the

context) would provide a possible solution to reasoning about ambiguous perception

data. In this setting, the policy could use its knowledge about which objects occur

near each other in indoor environments to filter out unlikely detected objects that

may be due to an uncertain perception system. The natural language command can

also provide information about what the robot is perceiving (continuing the theme of

using language as a sensor).

Another approach is to utilize more accurate natural language descriptions of the

world: if the user can describe in enough detail where the landmark is, it may not

be necessary to ever sense it. This may require some dialogue between the user and

robot, to localize (roughly) the location of the landmark. One interesting setting

to consider would be a “blind robot” navigating using its belief about the location

of navigation landmarks, without ever detecting their actual location. Under our

belief space planning formulation, the robot should be able to follow directions using

objects it will never sense, using only a distribution over its possible position.

A third possible improvement would be in the area of active perception. Cur-

rently any observation is opportunistic as the robot moves through the environment.

Planning for perception could improve this, so that the policy actively seeks out areas

of high information gain. This would require representing in the policy the robot’s
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perception capabilities (e.g., field of view), and train the policy to sense by reasoning

about this information.

Reasoning about other sources of uncertainty

One source of uncertainty we do not yet handle is in the task progress, due to

incomplete knowledge of the world. When following directions, the destination (or a

landmark in the next clause) could appear before we expect it. This should cause

the robot to transition to the appropriate place in the direction’s sequence, without

necessarily following all previous SDCs. In more complex tasks, unexpected events

may similarly cause our estimate of the task progress to be incorrect (for example,

finishing the task early because of external events). These situations are good examples

where a policy is beneficial because it uses the latest available information to make

the next decision. In these scenarios, explicitly reasoning about the uncertainty in

the task’s progress could handle this type of incomplete information and enable the

robot to detect when the task is complete.

Our solution of using a policy is not restricted to operating in unknown environ-

ments: even when full world knowledge is available, there may be other aspects of

the problem that are uncertain and warrant a sequential approach. For example, in

settings where actions have consequences there is uncertainty in action transitions.

Manipulation is one such domain, where an action could succeed or fail in unexpected

ways (resulting in an uncertainty in the world state). Similarly, external agents in the

world may introduce uncertainty into the state transitions, for example through their

actions in a collaborative assembly task. Planning single decisions before re-evaluating

the state of the world may be a useful approach to take in these types of scenarios

where reasoning about the uncertainty directly is difficult.

Gathering information about the world through user interactions

We have shown that we can leverage the user’s natural language command to infer

information about the environment (i.e., learning a map distribution from the implicit

information in the command). More generally, we have shown that learning about

the world through user interactions improves performance. Other approaches have

learned environmental knowledge from people, using dialogue [75] or natural language
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descriptions [168]. Extending this idea further, there may be other aspects of the

world we can learn about from user interaction (whether direct or indirect). For

example, observing where people go (and what they do) in an environment could

provide information about the semantic properties of places (e.g., learning where the

kitchen is). This opportunistic information gathering through user interactions would

improve a robot’s reasoning capabilities.

Another source of user information robots could mine is information that is

available on the web. For example, several descriptive directions to different offices in

a building could be used together to generate a rough map of the building layout.

Similarly, non-annotated maps (e.g., floor plans and crude hand-drawn maps) could be

paired with natural language instructions to provide a better view of the environment.

Learning feature representations

The feature representation we used in this work was engineered. It may be possible

to instead learn the feature representation the policy uses to compute the cost of

each action from training data. Ideally this learning feature representation would

encapsulate enough information to represent the necessary information to map

from action to costs, without requiring hand-tuning or feature engineering effort.

Deep learning is a promising avenue that has been used for learning the feature

representation to understand the content of images [79], speech recognition [58], and

even perform automatic image captioning [68, 166].

Additionally, it is possible that the policy could use high-level semantic information

to determine which features are most useful and should be computed. For instance,

features that determine whether or not a path intersects with a landmark may not

be useful for directions that do not have the word “through.” In these cases, only

computing the relevant features may reduce the amount of “noisy” features the policy

must current learn to ignore. This may improve the performance of the system when

following directions by only “turning on” features that are meaningful for the given

command.
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Teaching tasks using language

In this dissertation we trained robots to complete a task expressed in natural language,

using demonstrations of the correct behavior for the task. While in this work we

demonstrated several strategies for providing many training examples from a small

amount of expert interaction (namely, only using a single path), collecting these

demonstrations is still time consuming. One possible improvement would be to teach

the task solely using language. In this setting, the robot would perform some actions,

and receive feedback in natural language. This feedback might be a simple indication

of how well the robot is performing (green light / red light), or modifications to the

current behavior expressed in natural language (e.g., “that was a left turn,” or “those

are the elevators, not the stairs”). This approach would build on work in grounded

natural language acquisition [28, 78, 103] where a robot attempts to learn the meaning

of words and perceptual or world attributes simultaneously, and extend it to learning

tasks. While it would likely require more user interaction to properly learn a task, it

could be applied to more diverse scenarios where providing demonstrations may be

complicated.

9.4 Conclusions

This work is one step towards enabling real robots to understand natural language

in unknown environments. Prior approaches to the problem of following directions

either required a fully-known map of the world, or a highly-structured environment.

These constraints severely limited the environments in which these approaches could

operate. If our goal is to have robots operating in everyday non-specialized environ-

ments without a priori maps, then we need to improve their ability to reason about

unstructured and unknown environments.

This dissertation addressed the specific problem of enabling autonomous robots

to follow natural language directions through unknown unstructured environments.

We first exploited properties of spatial language directions to model directions as a

sequence of semantically annotated clauses. We then formulated direction following

as sequential decision making under uncertainty, and solved it using a policy that is

learned from human demonstrations. This formulation is quite general, and could be
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applied to many other problems in natural language understanding and human-robot

interaction.

Additionally, we showed that language can be used as a sensor to enable robots

to explicitly reason about the unknown parts of the environment. Robots can infer a

distribution of possible maps beyond their perception range, using information from

their sensors and natural language descriptions of the world. More generally, we

have shown that we can learn both a task and suitable world models through user

interaction (in our work, language). This ability to utilize the information contained

in a command will become more important as people will expect robots to reason

about complex tasks including about the parts of the environment the robots have

not yet observed.

People and robots are increasingly working together towards common goals

in shared environments. This rise in human-robot interaction will require new

modalities for controlling robots: ones that go beyond the traditional methods of

programming languages, complex interfaces, or extensive user training. Enabling

robots to understand natural language instructions would allow lay users to command

complex robots in diverse settings such as health care, home assistance, search

and rescue, and factories. This would remove one of the major barriers to having

autonomous robots interacting ubiquitously with non-expert users.
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Appendix A

Corpora of Natural Language

Directions

As we discussed in the results section of Chapters 4 and 6, we evaluated our approach

on two corpora containing multi-step directions. This appendix details the contents

of these corpora: the verbs, spatial relations, and objects used in the directions. We

also list the entire set of directions used.

A.1 Corpus of Basic Natural Language

Directions

The basic corpus of directions is used in the results presented in Section 4.5. The

directions in this corpus are relatively simple, as we purposefully limited the verbs

and spatial relationships allowed in the directions. Within the restricted space of

language, the directions are still fairly rich: there are multiple ways of expressing the

same command, objects in the world are referred using different names (e.g., “sofa”

vs. “couch”), and verbs occur alone or paired with spatial relationships.

We show the relative occurrence of verbs (Figure A.1a), spatial relations (Fig-

ure A.1b), and landmarks (Figure A.3). These show the contents of all SDCs in

the directions. Additionally, Figure A.2 shows statistics for the total distance each

direction travels and the number of SDCs per direction across this corpus.
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Figure A.1: Verbs and spatial relations used in the basic corpus of directions.

The landmarks are particularly interesting: many SDCs do not use a landmark

(e.g., “turn right”), while some landmarks only occur once or twice across all directions.

This means it is highly likely that the policy at test time will need to reason about a

landmark it has never encountered before. Additionally, many landmarks mentioned

in the directions are synonyms, for example photocopier and copier, or seats, couch,

couches, and sofa. The environment (or perception system) will only contain a single

label for all such instances, so the policy must learn to generalize across different

ways of referring to the same object. The verbs in the SDCs contain many instances

of the non-descriptive “go,” sometimes paired with a spatial relation.

List of basic directions

Below is the complete list of 40 directions used in the basic corpus:

• turn right towards the stair, go straight towards the cabinet.

• turn left to the sofa, turn right to the window.

• go straight towards the sofa, turn right to the cabinet.

• go straight to the whiteboard, turn left, turn right to the tank.

• go through a door, turn right towards the desk, turn left, go straight past the
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Figure A.2: Distribution of path lengths and number of SDCs for directions in the
basic corpus. (40 directions)

whiteboard, turn left.

• go past the trash, go straight to the window.

• turn right, go past the fountain, go straight to the tank.

• go past the stair, turn left towards the mailbox, turn right, turn left to the sofa.

• turn right, turn left to the fountain, go to the sofa.

• turn left to the whiteboard, go past the fountain, go straight to the couches.

• turn left, go past the whiteboard, go to the cabinet.

• go straight towards the fridge, turn left, go to the whiteboard, turn left to the

tank.

• go past the trash, turn right, go to the desk.

• turn right to the whiteboard, go straight to the fridge.

• turn right, turn left to the elevator, go to the couch.

• go past the fountain, turn right to the trash, go to the cabinets.

• go past the tank, turn right to the photocopier.

• go past the fountain, turn right to the elevator.

• go past the bathroom, turn right to the stairs.
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• go past the bathroom, turn left.

• turn right to the bathroom.

• turn right to the whiteboard, go past the water fountain, go to the couch.

• turn left to the seats, go to the cabinets.

• go past the elevator, turn right, go to the copier.

• go past the trashcan, turn left, go straight to the staircase.

• turn left to the elevator.

• turn left, turn right to the mailbox.

• turn right, turn left to the table.

• turn right, turn left to the sofa, turn right to the window.

• go straight to the trash, turn left to the trash, turn right, turn left to the

bathroom.

• go past the elevator, turn right, go through the doors, turn right to the mi-

crowave.

• go towards the fountain, turn right, go through the doors, turn left.

• turn right, go past the whiteboard, go towards the desk.

• go straight towards the desk, turn right, turn right to the tank.

• turn right, turn left, go through a door, go straight past the water fountain,

turn right to the elevator.

• turn right, go straight past the couches, go towards the cabinets, turn left to

the table, turn right, walk straight to the door.

• go past the water fountain, go through a door, turn left, turn right to the

whiteboard.

• turn left, go past the bathroom, go straight through a door, turn right towards

the desk.

• turn left, go through the intersection, turn left to the mailbox.

• go straight towards the microwave, turn left to the door, go straight past the

tank, turn left to the intersection.
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Figure A.3: Landmarks used in the basic corpus of directions. The basic corpus
refers to many landmarks, some of which are not actually objects in the world (e.g.,
a “couch” is labeled as a “sofa” in the map). NULL means there is no landmark
mentioned in the direction.
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A.2 Corpus of Complex Natural Language

Directions

In addition to the basic corpus presented above, we created a corpus of more complex

direction and used the combined corpora for the results presented in Section 6.3. These

15 directions contain additional navigation information that is useful for following

the directions, generally references to other landmarks in the world. We show in

Figure A.4 the navigation landmarks and relations. These are used by the policy

as described in Chapter 5. Additionally, Figure A.5 shows statistics for the total

distance each direction travels and the number of SDCs per direction across this

corpus. The directions in the complex corpus are similar to the directions in the

basic corpus: they travel a similar distance through the environment and contain a

sequence of multiple SDCs.
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NULL
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(a) Navigation relation used in the com-
plex direction (each references an ob-
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0 10 20

desk
photocopier

tank
hall

door
fountain

sofa
stair

whiteboard
intersection

NULL

Count

Navigation landmarks
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Figure A.4: The complex direction contain additional navigation information the
belief space policy can use to follow the direction. This consists of a navigation
landmark and relation the policy can use to locate the goal landmark (e.g., “go to the
door after the water fountain”). The navigation landmarks are all objects contained
in the map.
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Figure A.5: Distribution of path lengths and number of SDCs for directions in the
complex corpus. (15 directions)

List of complex directions

Below is the complete list of 15 directions used in the complex corpus:

• go to the door across from the whiteboard.

• turn towards the trash near the stairs, turn left to the table, turn right, turn

left to the door across from the sofa.

• turn towards the door near the intersection, turn right, go to the door near the

desk.

• go through the door after the intersection.

• go past the window, go near the door that is after the whiteboard, turn towards

the mailbox.

• go to the doors near the whiteboard, go past the fountain, turn right to the

elevator.

• go to the doors near the tank, turn right, go straight to the refrigerator down

the hall.

• turn left to the trash, go through the intersection, go towards the mailbox

behind the stairs, turn right to the door near the intersection.

• go to the door after the water fountain, turn right, go straight to the cabinet.

• turn right, turn left to the phone near the door, go past the water fountain, go
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towards the sofa behind the door.

• go towards the intersection, turn left, go through the door after the intersection,

turn left, go to the window near the sofa.

• turn towards the door after the intersection, turn left to the door near the

fountain, go to the elevator near the sofa.

• go towards the microwave after the photocopier, turn left, go to the door that

is after the whiteboard, turn left to the tank near the intersection.

• go towards the desk at the end of the hall, turn right towards the intersection,

turn towards the whiteboard near the door, go straight to the door that is after

the water fountain.

• go towards the table behind the stairs, turn right, turn left to the sofa, turn

right to the door at the end of the hall.
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